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Summary
The design of efficient organic light-emitting diodes (OLEDs) requires a thorough under-
standing of the emitter’s excited state processes. To obtain high internal quantum efficien-
cies (IQE), harvesting of all excitons is necessary which typically is achieved by employing
thermally activated delayed fluorescence (TADF) and phosphorescence emitters. One major
downside of these emitters is their slow emissive channel enabling exciton loss by non-radiative
deactivation processes. To bypass the slow emission, hyperfluorescent and hyperphospho-
rescent emitter systems utilize TADF and phosphorescent molecules in combination with
excitation energy transfer (EET) to populate the singlet moiety of a fluorophore.

In this thesis, new tools and methods are developed to supply electronic matrix elements
as well as their gradients for the evaluation of radiative and non-radiative rate constants.
Herein the newly developed DensityEngine plays a central role supplying spin-conserving
as well as spin-flip reduced one-electron transition density matrices for configuration interac-
tion singles (CIS) and density functional theory / multi-reference configuration interaction
(DFT/MRCI) wave functions. In general, these density matrices can be utilized to obtain
electric transition dipole moments, spin–orbit coupling matrix elements (SOCMEs) and exci-
tonic coupling matrix elements (ECMEs) required to describe emission, intersystem crossing
(ISC) and EET processes.

To treat vibronic effects, first-order derivatives of these properties are available through
the newly developed Gradienator tool. The Gradienator is utilized throughout this
thesis to determine emissive and ISC rate constants employing the Herzberg–Teller (HT)
approximation for systems like pyrazine, 2CzPN and heptazines. Pyrazine and the inves-
tigated heptazines are particularly interesting as their molecular symmetry imposes strong
constraints on the emission and ISC processes.

Spoiler, a program to obtain SOCMEs from linear-response time-dependent density func-
tional theory (TDDFT) was extended to allow the evaluation of phosphorescence rate con-
stants. In good agreement with the benchmark of 2017, Spoiler shows that SOCMEs and
ISC rate constants can be obtained in the framework of TDDFT as long as no charge-transfer
(CT) states, Rydberg states or states with important double excitations are involved. The
performance for phosphorescence applications remains to be tested.

To calculate triplet excitation energy transfer (TEET) rate constants, the monomer transition
density (MTD) method was extended with the new singlet-triplet density matrices. Addi-
tionally, well established diabatization schemes like Boys and Edmiston–Ruedenberg (ER)
diabatization were implemented. Applying the methods to a set of bridged donor-acceptor
systems revealed that the MTD implementation was missing important short-range electron
transfer contributions. Utilizing the ethylene dimer as a much simpler system, the missing
contributions were identified and implemented. Since the current implementation is limited
to a HOMO-LUMO picture, further studies are necessary to generalize the approach.

In addition to the developed methods and their applications, a set of triarylboranes show-
ing room temperature phosphorescence (RTP) was investigated. Typically, RTP is observed
in purely organic compounds only if atoms with lone pairs are present, which following
El-Sayed’s rule speed up ISC by introducing low-lying n → π∗ excitations. ISC in the tri-
arylboranes is enabled by the boron center’s empty p-orbital and competes with fluorescence,
while environmental constraints are required to efficiently suppress non-radiative deactivation
channels.





Zusammenfassung
Die Entwicklung effizienter organischer Licht-emittierender Dioden (OLEDs) erfordert ein
tiefgreifendes Verständnis der Prozesse angeregter Zustände. Effiziente Emitter zeichnen sich
durch eine hohe interne Quantenausbeute (IQE) aus, welche die Konversion von möglichst
vielen Exzitonen in Photonen voraussetzen. Thermisch aktivierte verzögerte Fluoreszenz
(TADF) und phosphoreszente Emitter erlauben eine IQE von 100 %, verlieren jedoch viele
Exzitonen durch strahlungslose Desaktivierungsprozesse, welche mit den langsamen Emissi-
onskanälen konkurrieren können. Um die langsame Emission zu umgehen, werden TADF und
phosphoreszente Emitter mit einem fluoreszenten Emitter zu einem hyperfluoreszentem bzw.
hyperphosphoreszenten Emittersystem kombiniert. Diese Systeme erlauben es, mithilfe von
Energietransferprozessen den schnellen Emissionskanal des Fluorophors zu verwenden.

In dieser Arbeit wurden neue Werkzeuge und Methoden zur Ermittlung von elektronischen
Matrixelementen sowie deren Gradienten für die Berechnung von strahlenden und strah-
lungslosen Ratenkonstanten entwickelt. Hierbei spielt die neu entwickelte Programmbiblio-
thek DensityEngine eine zentrale Rolle in der Verfügbarmachung von Spin-erhaltenden
und Spin-verändernden reduzierten Einelektronenübergangsdichtematrizen zur Ermittlung
von elektronischen Übergangsdipolmomenten, Spin–Bahn- (SOCMEs) sowie exzitonischen
Kopplungsmatrixelementen (ECMEs). Diese Matrixelemente finden im weiteren Verlauf Ver-
wendung, um Ratenkonstanten strahlender und strahlungsloser Prozesse zu erhalten.

Vibronische Effekte können dabei mithilfe der Herzberg–Teller Näherung berücksichtigt wer-
den, welche die Kenntnis der Ableitungen der genannten Matrixelemente voraussetzt. Zur Er-
mittlung dieser Ableitungen kann der neu entwickelte Gradienator eingesetzt werden, ein
Werkzeug, welches im Rahmen mehrerer Publikationen zur Behandlung vibronischer Effekte
in Systemen wie Pyrazin, 2CzPN sowie Heptazin genutzt wurde. Pyrazin und Heptazin sind
besonders interessant, da in diesen Systemen starke Symmetriebeschränkungen die Emission
und Interkombination (ISC) beeinflussen.

In einem weiteren Projekt wurde Spoiler, ein Programm zur Ermittlung von SOCMEs
für Amplituden der zeitabhängigen Dichtefunktionaltheorie (TDDFT) erweitert, um Phos-
phoreszenzratenkonstanten berechnen zu können. Spoiler zeigt mit guter Übereinstimmung
zum Benchmark von 2017, dass SOCMEs und ISC Ratenkonstanten im Rahmen von TDDFT
ermittelt werden können, solange keine Charge-Transfer (CT)- oder Rydberg Zustände und
Zustände mit nicht vernachlässigbaren Doppelanregungscharakter involviert sind. Die An-
wendung auf Phosphoreszenz steht noch aus.

Im Energietransfer-Projekt wurde der MTD Ansatz zur Berechnung von Triplett-Triplett
Energietransfer (TEET) Ratenkonstanten unter Benutzung der neu verfügbaren Singulett-
Triplett Dichtematrizen erweitert. Zusätzlich wurden bereits etablierte Diabatisierungsme-
thoden wie die Boys und Edminston–Ruedenberg (ER) Diabatisierung implementiert. Ein
Benchmark mit verbrückten Donor-Akzeptor Systemen zeigt, dass Beiträge wichtiger kurz-
reichweitiger Elektronentransferprozesse innerhalb der MTD Methode nicht berücksichtigt
werden. Anhand des Ethylen Dimers, einem deutlich weniger komplizierten System, wur-
den die fehlenden Beiträge identifiziert und implementiert. Die möglichen Anwendungen sind
derzeit stark limitiert, da ein HOMO-LUMO Ansatz in der Implementierung verwendet wird
und daher eine Generalisierung des Ansatzes erforderlich ist.

Zusätzlich zu der Methodenentwicklung und deren Anwendung wurde eine Gruppe von Tri-
arylboranen untersucht, welche Raumtemperaturphosphoreszenz (RTP) zeigen. RTP kann



in rein organischen Verbindungen auftreten, wenn Heteroatome mit freien Elektronenpaa-
ren enthalten sind. Diese Atome sorgen für tief liegende n → π∗ Anregungen welche nach
El-Sayed’s Regel zu einem schnelleren ISC führen. Die untersuchten Triarylborane enthalten
keine Atome mit freien Elektronenpaaren, jedoch wird ISC mit konkurrenzfähiger Geschwin-
digkeit zur Fluoreszenz durch das leere p-Orbital am Bor-Zentrum ermöglicht. Zusätzlich sind
Umgebungseffekte notwendig, um strahlungslose Desaktivierungsprozesse effektiv zu unter-
drücken.
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Prof.Michael Schmidt möchte ich dafür danken, dass er sich als Mentor zur Verfügung gestellt
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1 Introduction

1.1 Organic Light-Emitting Diodes

Illumination plays a crucial role in our 24/7 society with key applications in area lights,
displays and safety signs. To drive these technologies, efficient and affordable luminescent
devices are required. Improvement of these devices is a ’hot’ topic where organic light-
emitting diodes (OLEDs) are especially central to current research. OLEDs are optoelectronic
devices utilizing organic emitter systems to convert electric charge into photons. Their unique
selling points are true black states in display applications and the manufacturing of flexible
devices. They do however struggle to achieve comparable brightness to inorganic light-
emitting diodes (LEDs) and their high operational stability.1 The basic structure of OLED
devices utilized today (Fig. 1.1) was proposed by Tang and Van Slyke in 1987 requiring at
least four layers.2 The bottom layer is a transparent anode composed of indium-tin-oxide
(ITO) glass providing holes and allowing light to exit the device while the top layer is the
cathode supplying electrons. On top of the ITO glass, a layer of aromatic diamine forms
the hole transportation layer followed by the emission layer of a flurophore (Alq3) where the
electrons and holes recombine to excitons driving the emission of light.1 ,2

Figure 1.1: Diagram of the OLED structure proposed by Tang and Van Slyke.2

The devices’ ability to produce light is measured as internal quantum efficiency (IQE) and
external quantum efficiency (EQE). The IQE is used to describe the emitters’ ability to
convert electric excitations into light.1 To reach a high IQE, the emitter has to harvest
both singlet and triplet excitons, which are generated during electrical excitation due to
spin-statistics as 25 % singlets and 75 % triplets.1 ,3 ,4 Additionally, a fast emission pathway
is required to reduce exciton loss due to non-radiative deactivation processes. The EQE
measures the whole devices’ ability to produce light considering effects like reflections and
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self-absorption causing a lowered amount of extractable light. To improve OLEDs, one has
to raise both efficiencies by either finding more suited emitter systems boosting the IQE or
advancing the devices’ design enhancing light extraction.1

1.2 Transitions Between Electronic States

The search for well suited emitter systems requires knowledge of the emitter’s excited state
kinetics offering an understanding of the emission’s origin as well as guidance for chemical
alterations improving the system’s exciton to photon conversion. Central to the study of
excited state kinetics is the Jablonski diagram (Fig. 1.2) classifying the processes between
ground and excited states.

Figure 1.2: Simplified Jablonski diagram – dashed lines depict non-radiative transitions, red lines
depict emission processes. The depicted radiative and non-radiative processes are Absorption (A),
Fluorescence (F), Phosphorescence (P), Internal Conversion (IC) and (Reverse) Intersystem Cross-
ing ((R)ISC).

� Fluorescence (F): The fluorescence process drives chemical and biological sensors as
well as day-to-day applications like fluorescent lamps and white LED lighting. Mech-
anistically, fluorescence is the radiative relaxation of an excited singlet state (Sn) to
the ground state (S0) which following Kasha’s rule5 originates in most systems from
the first excited singlet state (S1). As a typically fast process, fluorescence outperforms
phosphorescence and internal conversion (IC) (Tab. 1.1) offering a reliable and efficient
emission channel.

� Phosphorescence (P): Phosphorescence plays an important role in applications such
as biological imaging, anti-counterfeiting, illumination of watch dials and safety signs.
Compared to fluorescence, phosphorescence is the spin-forbidden radiative relaxation of
an excited triplet state (Tn) to the ground state (S0). The conversion between singlet
and triplet states is driven by spin–orbit coupling (SOC) typically requiring heavy
elements to lift the spin restrictions. Due to its spin-forbidden nature, phosphorescence
in organic systems is orders of magnitudes slower than fluorescence (Tab. 1.1) and
therefore often only observed at low temperatures. Room temperature phosphorescence
(RTP) is visible at room temperature (RT) and is a ’hot’ topic these days especially
with purely organic emitters systems.

� Intersystem crossing (ISC): Intersystem crossing (ISC) drives the interconversion
between states of differing multiplicity and is a key component in achieving high IQE
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(> 25%) for OLED- and RTP systems. The radiationless and spin-forbidden process
is similar to phosphorescence driven by SOC allowing to interconvert singlet to triplet
states and vice versa. If the two states taking part in the interconversion are separated
by a small energy barrier, ISC can occur in both directions. In this case, ISC is the
favored process leading to the state lower in energy while the process leading to the
energetically higher state is referred to as reverse intersystem crossing (RISC).

� Internal conversion (IC): As opposed to ISC, internal conversion (IC) drives the
de-excitation between states of equal multiplicity. Applications like OLEDs require
emitter molecules with fast fluorescence or phosphorescence channels outperforming or
at least competing with IC.

� Excitation energy transfer (EET): Excitation energy transfer (EET) is a non-
radiative process playing an important role in OLED devices,6 ,7 bio-imaging8 and
structure determination of biomolecules.9 Mechanistically, EET transfers the excita-
tion energy of an excited system (donor) to an unexcited system (acceptor) where
donor and acceptor can be two separate systems or two fragments of the same system.
The excitation energy can be transferred following a resonance energy transfer mecha-
nism de-exciting the donor, while simultaneously exciting the acceptor as described by
Theodore Förster in 194810 ,11 or by short-range electron transfer processes proposed
by David L. Dexter in 1953.12

Table 1.1: Radiative and non-radiative processes in excited fluorophores13

Process Transition Rate constant [s−1]
Absorption S1 → Sn, T1 → Tn 1015

Fluorescence S1 → S0 107 − 109

Phosphorescence T1 → S0 10−2 − 103

Internal conversion Sn → S1, Tn → T1 1010 − 1014

Internal conversion S1 → S0 106 − 107

Intersystem crossing Sn → Tn, Tn → Sn 105 − 108

The interplay of these processes can render an emitter suited for the application in OLEDs.
Herein favorable decay pathways are classified as fluorescent, phosphorescent and thermally
activated delayed fluorescence (TADF) emitters.

Figure 1.3: OLED emitter categories.
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� Fluorescence Emitter: A fluorescence emitter utilizes the singlet state’s radiative
relaxation to the ground state for emission capping its theoretical IQE to 25 %. Due
to the lack of SOC, the interconversion of singlet excitons to triplet excitons and vice
versa is inhibited and phosphorescence is only visible at low temperatures. The lifetime
of the excited singlet state is of the order of nanoseconds rendering the emission pro-
cess fast and therefore allows to outperform non-radiative deactivation processes.14 ,15

In contrast to their lacking IQE, fluorescent emitters are well researched and widely
available offering high operational stability even for blue light applications.16

� Phosphorescence Emitter: In contrast to fluorophores, phosphorescent emitters
can generate light from singlet and triplet excitons allowing a theoretical IQE of about
100 %. Herein heavy elements are used to lift the spin restrictions on ISC by SOC
to convert singlets into triplets. Triplet lifetimes of phosphors are in the microsec-
ond range enabling non-radiative deactivation processes to compete with the emission
channel.14 ,15 ,17 At low temperatures, these non-radiative deactivation processes can
be inhibited, while at room-temperature aggregation effects can have a similar influ-
ence.18 ,19 Phosphorescence emitters applied in OLEDs are known to suffer from low
operational stability especially for blue OLEDs, where the lifetime of the cell is limited
to about 1000 hours.20

� Thermally Activated Delayed Fluorescence Emitter: While phosphors use ISC
to convert singlet excitons to triplet excitons, TADF emitters utilize the reverse process
converting triplets to singlets. This RISC process is possible if the energy gap between
the respective states is lower than 0.1−0.2 eV which can be achieved by minimizing the
exchange interaction. Emitters utilizing RISC can overcome this small energy barrier
at room temperature harvesting singlet and triplet excitons via a fluorescent emission
channel with a theoretical IQE of about 100 %.14 ,15

TADF and phosphorescent emitters theoretically allow harvesting of all generated singlet
and triplet excitons. The typical downside of these emitters is a slow emissive channel
with lifetimes of the order of microseconds forcing emission to compete with non-radiative
deactivation processes. To circumvent these processes and reduce the exciton loss, these
emitters are paired with fluorophores such that the excitons can be transferred via EET to
utilize the fluorophore’s fast emission channel (Fig. 1.4).

Figure 1.4: Hyperfluorescent (left) and hyperphosphorescent (right) system.
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The combination of a TADF emitter and a fluorophore is known as hyperfluorescent emitter
system and has proven to increase the OLED’s quantum yield significantly by transferring the
harvested excitons via singlet excitation energy transfer (SEET).6 ,15 In the case of a phos-
phorescent emitter, the excitons are transferred by triplet–singlet excitation energy transfer
(TSEET) from the phosphor’s triplet state to the fluorophore, an emitter system known as
hyperphosphorescence.7 In both of these systems, triplet excitation energy transfer (TEET)
should be avoided by design to prohibit exciton loss on the fluorophore.

To study the discussed emitter systems in a theoretical context, computational methods
are required to describe the rate constants of the involved processes. Within this thesis,
established methodologies are used and extended to describe the systems above.

1.3 Structure of the Thesis

Due to the widespread topics ranging from applications on RTP over method development and
applications for emission and ISC processes including contributions by vibrational coupling
as well as the extension of EET methodologies this thesis is split into six parts:

1. In the second chapter the theoretical foundations of the work presented in this the-
sis are established. Herein the computational methods central to the optimization of
ground and excited state geometries as well as the determination of their respective
properties are introduced. These methods are density functional theory (DFT) and
its time-dependent variant (TDDFT) along with the density functional theory / multi-
reference configuration interaction (DFT/MRCI) computational scheme. Furthermore,
the evaluation of excited state properties utilizing reduced one-electron (transition)
density matrices is laid out which is used throughout this thesis to obtain spin–orbit
coupling matrix elements (SOCMEs) in addition to electric transition dipole moments.
These properties play an important role in the determination of the rate constants given
in Table 1.1 which can be obtained in a static picture employing the Franck–Condon
(FC) approximation or in a dynamic picture utilizing the Herzberg–Teller (HT) formal-
ism incorporating the property’s first-order derivatives. The chapter is closed by the
introduction of methodologies concerned with the evaluation of EET. Herein established
diabatization schemes as well as the monomer transition density (MTD) approach are
explained.

2. In the third chapter the work and publications on RTP are presented. RTP, especially
from pure organic compounds, is a ’hot’ topic as it has many applications in daily
life. Herein the conditions for RTP to occur as well as two cooperative studies with
experimental groups from Würzburg, Manchester and Xi’an are presented. In the first
study a group of triarylboranes is investigated with respect to their emission mechanism
where two of the compounds show RTP. The second study enhances RTP in one of
these triarylboranes by introducing bromine into the system speeding up the ISC and
phosphorescence processes.

3. The fourth chapter presents the evaluation of reduced one-electron (transition) den-
sity matrices and their usage in quantum chemistry and applications throughout this
work. Density matrices pose a useful tool to obtain expectation values of quantum
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mechanical operators or for the purpose of wave function analysis. In this thesis, these
density matrices are utilized heavily in the evaluation of SOCMEs within the Spoiler
program (Chapter 6), the description of excitation energy transfer within diabatization
schemes as well as within the MTD approach (Chapter 7). The DensityEngine and
the Densomat will be presented, a library and a program that implements an effi-
cient parallel computational scheme for the evaluation of density matrices employing
methods like configuration interaction singles (CIS) and DFT/MRCI. The reduced one-
electron (transition) density matrices, between singlet and triplet states play next to
their application in the MTD method an important role for the analysis of DFT/MRCI
wave functions in the TheoDORE program package.

4. Chapter five is dedicated to the investigation of vibrational effects on the system’s
radiative and non-radiative properties. These vibronic effects can be incorporated in
quantum chemical calculations utilizing the HT formalism which employs the first-order
derivatives of the quantum chemical operator’s matrix elements with respect to a refer-
ence geometry. TheGradienator, a program developed to supply these derivatives in
a numerical fashion, is presented and applied in multiple studies. The first publication
discusses vibronic effects in pyrazine, where the singlet-singlet absorption spectra show
clear evidence of vibronic coupling, while these effects are absent in the singlet-triplet
absorption spectrum. Herein some light is shed on the interpretation of the absorp-
tion spectra as well as the location of the T2 state where the literature reports con-
tradicting insights. The second publication investigates the 4,5-di(9H-carbazol-9-yl)-
phthalonitrile (2CzPN) molecule, a member of the carbazolyl dicyanobenzene (CDCB)
family, which is heavily studied for applications as TADF emitter in OLEDs. The
study clarifies the system’s emission and (R)ISC processes showing a speed-up of the
latter by a factor of 2 by vibronic coupling. The last publication on this topic presents
heptazines which are known as systems exhibiting an inverted singlet-triplet (IST) gap,
where the first excited singlet state resides energetically slightly below the first excited
triplet state. Such systems are expected to efficiently populate the singlet moiety as
the triplet to singlet ISC is a downhill process. The presented study finds, that a IST
system is not always favorable for efficient (R)ISC and that vibronic coupling drives the
emission and (R)ISC processes in heptazine (Hz) and its derivative 2,5,8-tris(4-fluoro-
3-methylphenyl)-1,3,4,6,7,9,9b-heptaazaphenalene (HAP-3MF).

5. The sixth chapter introduces Spoiler, a program initially developed during my mas-
ter’s thesis which allows evaluating SOCMEs for time-dependent density functional the-
ory (TDDFT) calculations. Spoiler has proven in a benchmark of 14 organic molecules
to be almost on par with SOCMEs obtained at multi-reference Møller–Plesset second-
order perturbation theory (MRMP2) and DFT/MRCI level. The chapter presents
the 2017 Spoiler version and newly added extensions. The extensions include an
interface to Gaussian21 allowing users outside the Turbomole22 community to utilize
the program as well as extending the capabilities of Spoiler for the investigation of
phosphorescence. Additionally, Spoiler can be used in combination with the Gra-
dienator to supply inexpensive numerical SOCME gradients. A second benchmark
extends the benchmark of 2017 to additional systems and actual applications, where
ISC rate constants are compared to experimental results.

6. The last chapter discusses EET processes and methodologies to obtain energy transfer
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rate constants. First the different processes are introduced and established method-
ologies utilized to evaluate rate constants for these processes are presented. The im-
plementation of the MTD approach in the ExETracKt program package is shown
in detail and a reimplementation as well as extensions to the program package are
discussed. One of these extensions renders TEET accessible within the MTD method
and is utilized together with implementations of diabatization schemes like BoysOV
and Edmiston–Ruedenberg (ER) diabatization for a set of donor-acceptor systems to
obtain their respective transfer rate constants. The comparison shows that short-range
electron transfer processes play an important role for TEET and have to be incorpo-
rated to predict accurate transfer rates. The origin of the short-range electron transfer
processes is discussed and a similar scheme to Fujimoto’s transition-density-fragment
interaction combined with transfer integral (TDFI-TI) approach23 is implemented to
show that these short-range contributions can be recovered for the ethylene dimer.
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2 Theory

2.1 Density Functional Theory

Density functional theory (DFT) is rooted in the Thomas-Fermi method, a semiclassical
quantum mechanic model for many-body problems developed in the 1920s.24 The Thomas-
Fermi method describes the system by its electron density n(x) instead of each electron’s
coordinate, as embodied in the Hartree–Fock (HF) equations. The total energy in this
method is given by:

E =
3h2

10me

(
3

8π

) 2
3
∫
n(x)5/3dx− e

∫
n(x)VNdx− e

1

2
n(x)Vedx+ UN (2.1)

The terms are from left to right the kinetic energy of the electrons, the electron-nuclear at-
traction, the electron-electron repulsion and the nucleus-nucleus interaction.24 The Thomas-
Fermi method proved useful for the description of atoms even if harsh approximations were
applied in the derivation of the kinetic energy term and the electron exchange was completely
missing. The latter was introduced by Dirac leading to the Thomas-Fermi-Dirac method.25

In 1964, Hohenberg and Kohn paved the way for DFT with the two Hohenberg–Kohn theo-
rems showing that the electron density can be used instead of the 3N electron coordinates
to describe a system’s ground state Ψ.26

1. To use the electron density instead of the electron coordinates one has to proof first
that the electron density describes the ground state Ψ unambiguously. Assuming that
a second ground state Ψ

′
exists with the same density n(x) as Ψ, the energy of both

states is evaluated by the following Hamiltonian,

Ĥ = T̂ + V̂ + Û (2.2)

T̂ = −1

2

N∑
i

∇2
i V̂ =

N∑
i

V (xi) Û =
N∑
i<j

U(xi, xj) (2.3)

where T̂ is the kinetic energy of the electrons, V̂ is the influence of an external potential
and Û is the electron-electron interaction. The energies E and E

′
of Ψ and Ψ

′
are then

given by:

E = ⟨Ψ|H|Ψ⟩
E

′
= ⟨Ψ′|H′|Ψ′⟩

(2.4)
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Following the Rayleigh-Ritz principle, the ground state exhibits the lowest energy while
all other state’s energies are larger.

E = ⟨Ψ|H|Ψ⟩ < ⟨Ψ′ |H|Ψ′⟩
E

′
= ⟨Ψ′|H′|Ψ′⟩ < ⟨Ψ|H ′ |Ψ⟩

(2.5)

Both expressions can be reformulated to contain the energies of both ground states.

E < ⟨Ψ′ |H ′ |Ψ′⟩+ ⟨Ψ′|H −H ′ |Ψ′⟩ = E
′
+ ⟨Ψ′|V − V ′ |Ψ′⟩

E
′
< ⟨Ψ|H|Ψ⟩+ ⟨Ψ|H ′ −H|Ψ⟩ = E + ⟨Ψ|V ′ − V |Ψ⟩

(2.6)

Adding the inequalities gives rise to a contradiction showing that no second ground
state can exist for the same density n(x) without degeneracies.

E + E
′
< E + E

′
(2.7)

2. Secondly, it has to be proven that the energy functional E0[n(x)] has a minimum for the
electron density n(x) at the ground state’s energy E and therefore a variation principle
exists for the functional E0[n(x)]. Following from the first theorem, the ground state’s
energy can be written as the functional E0[n(x)].

E0[n(x)] =

∫
V (x)n(x)dx+ F [n(x)] =

∫
V (x)n(x)dx+ T [n(x)] + U [n(x)] (2.8)

Where T [n(x)] and U [n(x)] are the functionals of the kinetic energy and electron-
electron interaction respectively. Hohenberg and Kohn showed that the variation prin-
ciple exists and for the correct electron density n(x), E0[n(x)] is equal to the ground
state energy E.

Kohn and Sham used the Hohenberg–Kohn theorems and introduced one-electron functions
ϕ into the DFT theory to find expressions for the functional F [n(x)].27

F [n(x)] = T [n(x)] + U [n(x)] = Ts[n(x)] + J [n(x)] + Exc[n(x)]

Ts[n(x)] =
N∑
i

〈
ϕi

∣∣∣∣(− ℏ2

2me

∇2
i

)∣∣∣∣ϕi

〉
, J [n(x)] =

∫ ∫
n(x)n(x′)

|x− x′|
dxdx′

(2.9)

The system of interacting electrons is herein approximated by a system of non-interacting
electrons given by the one-electron functions ϕ. This allows for the division of T [n(x)] into
the kinetic energy of non-interacting electrons Ts[n(x)] and a remainder (T [n(x)]−Ts[n(x)]).
The known expression for the Coulomb interaction J [n(x)] and the unknown remainders
(T [n(x)] − Ts[n(x)]) as well as (U [n(x)] − J [n(x)]) are collected in the exchange-correlation
functional Vxc[n(x)]. The energy functional is then given by:

E[n(x)] =

∫
V (x)n(x)dx+ Ts[n(x)] + J [n(x)] + Vex[n(x)] (2.10)

Utilizing this formulation of the energy functional, Kohn and Sham derived the Kohn-Sham
equations which, similar to the HF equations, have to be solved in a self-consistent manner.(

1

2
∇2

i + V (x) +

∫
n(x′)

|x− x′|
+
δExc[n(x)]

δn(x)

)
ψi = ϵiψi (2.11)

It is important to note, that up to this point DFT is an exact theory. Applications however,
require an evaluable expression for the exchange-correlation functional Vxc[n(x)]. Typical ex-
pressions are obtained semi-empirically by fitting to experimental data rendering the method
an approximation.
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Throughout this thesis the following hybrid density functionals were utilized:

� B3-LYP:28

The B3-LYP functional combines the three-parameter Becke exchange functional with
the Lee–Yang–Paar (LYP)29 and Vosko–Wilk–Nusair (VWN)30 correlation functionals
with 20 % exact HF exchange.

EB3LY P
xc = 0.8ESlater

x + 0.2EHF
x + 0.72EBecke

x + 0.81ELY P
c + 0.19EVWN

c (2.12)

� PBE0:31 ,32

The PBE0 functional combines the original Perdew–Burke–Ernzerhof density functional
with 25 % exact HF exchange.

EPBE0
xc = 0.75(ESlater

x + EPBE(x)
x ) + 0.25EHF

x + EPW
c + EPBE(c)

c (2.13)

� BH-LYP:33

The BH-LYP functional combines the Becke exchange functional with the LYP corre-
lation functional and 50 % exact HF exchange.

EBHLY P
xc = 0.5(ESlater

x + EBecke
x ) + 0.5EHF

x + ELY P
c (2.14)

The B3-LYP and PBE0 functionals are mainly utilized in this thesis for the optimization of
ground and excited state geometries, frequency analyses as well as obtaining excited state
amplitudes for the use in auxiliary many-electron wave functions (AMEWs) within Spoiler.
The BH-LYP functional is employed in all DFT/MRCI calculations conducted in the thesis
and associated papers since the DFT/MRCI method is parametrized for this functional.

2.2 Configuration Interaction Singles

Configuration interaction singles (CIS) is an ab initio method extending the HF approach
to excited states. Following Dreuw and Head-Gordon34 the CIS equations can be derived
as follows: Within configuration interaction (CI) the excited state’s wave function is con-
structed as a linear combination of excited Slater determinants relative to a reference which
is typically the ground state’s determinant. Instead of including all possible excited deter-
minants, CIS only allows single excitations relative to the reference into the wave function’s
linear combination.

ΨCIS =
∑
ia

cai |Φa
i ⟩ (2.15)

Here Φa
i represents a single excited Slater determinant where an electron is moved from an

occupied orbital ϕi to a virtual orbital ϕa. To obtain excited state wave functions, the CIS
expansion ΨCIS is employed in the time-independent Schrödinger equation.

ĤΨCIS = ECISΨCIS

Ĥ
∑
ia

cai |Φa
i ⟩ = ECIS

∑
ia

cai |Φa
i ⟩

(2.16)
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Multiplication with ⟨Φb
j| yields the projection onto the space of singly excited determinants.∑

ia

⟨Φb
j|Ĥ|Φa

i ⟩cai = ECIS

∑
ia

cai ⟨Φb
j|Φa

i ⟩∑
ia

[(E0 + ϵa − ϵi)δijδab + (ia||jb)]cai = ECIS

∑
ia

cai δijδab∑
ia

[(ϵa − ϵi)δijδab + (ia||jb)]cai = ωCIS

∑
ia

cai δijδab

(2.17)

Where ωCIS = ECIS − E0 is the excitation energy, ϵi and ϵa are the orbital energies of the
two orbitals involved in the single excitation and (ia||jb) is the anti-symmetrized two-electron
integral. Equation 2.17 can be rewritten in matrix representation to yield the CIS equation,

AX = ωX (2.18)

where ω is the diagonal matrix of the excitation energies, X is the matrix containing the
expansion coefficients cai and the matrix elements of A are given by:

Aia,jb = (ϵa − ϵi)δijδab + (ia||jb) (2.19)

Due to its limitation to singly excited Slater determinants, CIS is a very cost-efficient method
allowing to investigate huge molecular systems, while the simplicity of the approach imposes
some draw backs. CIS is known to overestimate excitation energies by about 0.5 − 2 eV in
comparison with experimental results. This overestimation is rooted in the HF mean-field
approach calculating the orbital energies ϵa in the field of N+1 electrons.34 Additionally, CIS
does only yield qualitative transition dipole moments as it does not obey the Thomas–Reiche–
Kuhn dipole sum rule.34 CIS is used in this thesis mainly for proof of concept calculations
and to visualize important couplings within an easy-to-understand scope.

2.3 Time-Dependent Density Functional Theory

Time-dependent density functional theory (TDDFT) is the extension of DFT for the descrip-
tion of excited states and their properties. To formulate a time-dependent theory based on
DFT, the Hohenberg–Kohn theorems, which are only valid for the stationary ground state,
have to be extended to the time–dependent regime.

i
∂

∂t
Ψ(x, t) = Ĥ(x, t)Ψ(x, t) (2.20)

The Runge–Gross theorems represent this extension and use the time-dependent Schrödinger
equation (Eq. 2.20) to prove that:35

1. The time-dependent wave function Ψ(x, t) is a function of the electron density and
is determined up to a constant as well as a time-dependent phase factor. Therefore,
similar to the ground state, a one-to-one mapping exists between the potentials and
functionals.

Ψ(x, t) = Ψ[n(x, t)](t)e−iα(t) (2.21)
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2. Analog to the second Hohenberg–Kohn theorem, a variational principle exists which is
given by the action integral corresponding to a stationary point of the time-dependent
Schrödinger equation.

A =

∫ t1

t0

dt

〈
Ψ(x, t)

∣∣∣∣i ∂∂t − Ĥ(x, t)
∣∣∣∣Ψ(x, t)

〉
(2.22)

Utilizing the first Runge–Gross theorem (Eq. 2.21) the action integral can be reformu-
lated by means of density functionals:

A[n(x, t)] =

∫ t1

t0

dt

〈
Ψ[n(x, t)](x, t)

∣∣∣∣i ∂∂t − Ĥ(x, t)
∣∣∣∣Ψ[n(x, t)](x, t)

〉
(2.23)

The exact density of the stationary point can then be obtained using the Euler equation:

∂A[n(x, t)]

∂n(x, t)
= 0 (2.24)

As for the Hohenberg–Kohn theorems, the Kohn–Sham equations have a time–dependent
variant too. The Kohn–Sham equations approximate the system of interacting electrons by
a system of non-interacting electrons exhibiting in TDDFT the now time-dependent den-
sity nS(x, t) which is assumed to be equal to the exact electron density n(x, t). The non-
interacting system of electrons is given as a single Slater determinant constructed from the
one-electron orbitals ϕi(x, t).

n(x, t) = nS(x, t) =
∑
i

|ϕi(x, t)|2 (2.25)

The time-dependent Kohn–Sham equations are then given by

i
∂

∂t
ϕi(x, t) =

(
−1

2
∇2

i + V (x, t) +

∫
d3x′

n(x, t)

|x− x′|
+
δAXC [n(x, t)]

δn(x, t)

)
ϕi(x, t) (2.26)

where AXC [n(x, t)] is the exchange-correlation part of the action integral. Similar to DFT,
TDDFT is up to this point an exact theory. However, the correct expression for AXC [n(x, t)]
is unknown and needs to be approximated. One of the approximations, the adiabatic local
density approximation (ALDA), is the assumption that the density only changes slowly with
respect to time allowing the substitution of AXC [n(x, t)] by a time-independent exchange-
correlation functional AXC [n(x)].

34 Therefore, ALDA allows to employ the many known and
established DFT functionals for TDDFT.

The time–dependent Kohn–Sham equations can be solved by means of linear response theory
leading to a non-Hermitian eigenvalue problem and the central equation of linear response
TDDFT: (

A B
B A

)(
X
Y

)
= ω

(
1 0
0 −1

)(
X
Y

)
(2.27)

Here ω is a diagonal matrix containing the excitation energies and the amplitudes X and
Y describe the excitation and de-excitation relative to the ground state reference. The
definitions of the matrices A and B differ if pure- or hybrid density functionals are employed.
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� Pure density functional:

Aia,jb = δijδab(ϵa − ϵi) + (ia|jb) + (ia|fxc|jb)
Bia,jb = (ia|bj) + (ia|fxc|bj)

(2.28)

� Hybrid density functional:

Aia,jb = δijδab(ϵa − ϵi) + (ia|jb)− cHF (ij|ab) + (1− cHF )(ia|fxc|jb)
Bia,jb = (ia|bj)− cHF + (1− cHF )(ia|fxc|bj)

(2.29)

The indices (i, j) correspond to occupied and (a, b) to unoccupied orbitals while fxc is the
exchange–correlation kernel. For hybrid functionals, the coefficient cHF is determined by the
amount of exact HF exchange in fxc.

Eq. 2.27 is typically transformed into two eigenvalue equations due to its non-Hermiticity:

(A−B)(A+B)|(X+Y)⟩ = ω2|(X+Y)⟩
(A+B)(A−B)|(X−Y)⟩ = ω2|(X−Y)⟩

(2.30)

Where |(X −Y)⟩ and |(X + Y)⟩ represent the left and right eigenvectors respectively and
are normalized in biorthogonal sets by:

⟨(X−Y)M |(X+Y)N⟩ = δMN∑
ia

(
X2

ia − Y 2
ia

)
= 1

(2.31)

Employing the Tamm–Dancoff approximation (TDA), the non-Hermitian eigenvalue problem
of Eq. 2.27 is reduced to a Hermitian one, similar to CIS (Eq. 2.18), by setting the matrix
B = 0.34 ,36

AX = ωX (2.32)

Here the difference between TDDFT/TDA and CIS is rooted in the definition of the matrix
A’s elements. Within TDDFT/TDA the amplitudes X do not belong to a biorthogonal set
anymore yielding a norm similar to wave function methods.∑

ia

X2
ia = 1 (2.33)

TDDFT is widely used for the calculation of excited state geometries and their associated
properties yielding excitation energies with errors between 0.1 to 0.5 eV depending on the
density functional.34 As a rather inexpensive method, TDDFT is prone to problems regard-
ing Rydberg- and charge-transfer (CT) states as well as excited states with double excita-
tions.37–40 Within this thesis TDDFT is used for excited state geometry optimizations and
frequency analysis in combination with the B3-LYP and PBE0 density functionals as well as
for the construction of AMEWs by means of Spoiler.
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2.4 Second Quantization

Second quantization utilizes an occupation vector to represent the electronic state of a system
by occupation numbers of the respective spin orbitals ϕ.41

|Ψ⟩ = |ϕ1, ϕ̄1, . . . , ϕn, ϕ̄n⟩ (2.34)

Here ϕi is used to represent orbitals with α and ϕ̄i for orbitals with β spin. A special
occupation vector is the vacuum state |0⟩ representing an electronic state where all spin
orbitals are unoccupied. Every electronic state |Ψ⟩ can be constructed from the vacuum
state |0⟩ by occupying the respective spin orbitals ϕ.

|Ψ⟩ =
∏
i

(â†iσi
)ni|0⟩ (2.35)

Here â†iσi
is a creation operator occupying the spin orbital ϕi or ϕ̄i depending on the spin

σi ∈ α, β and the occupation number ni ∈ 0, 1. Corresponding to the creation operator,
an annihilation operator âi exists, which removes occupation from the spin orbital ϕi. The
creation and annihilation operators act on the first element of the occupation vector. To
create an electron in the spin orbital, the operator â†iσi

creates the orbital at the start of the
occupation vector requiring permutations with the other spin orbitals to reach its position.
Each permutation with an occupied spin orbital introduces a sign flip. The annihilation
operator on the other hand requires the orbital to be annihilated at the start of the occupation
vector requiring similar permutations.

â†2α|ϕ1⟩ = |ϕ2, ϕ1⟩ = −|ϕ1, ϕ2⟩
â2α|ϕ1, ϕ2⟩ = −â2α|ϕ2, ϕ1⟩ = −|ϕ1⟩

(2.36)

Creation of an electron in already occupied spin orbitals or annihilation in an unoccupied
spin orbital yields an invalid state:

â†iα|ϕi⟩ = 0

âjα|0⟩ = 0
(2.37)

The creation and annihilation operators can be combined to define excitations, where first
an electron is annihilated in the spin orbital ϕj and created consecutively in the spin orbital

ϕi. The spin-conserving single excitation operator Êj
i and double excitation êikjl operators

are defined as follows:

Êj
i =

(
â†iαâjα + â†iβâjβ

)
êikjl =

(
Êj

i Ê
l
k − δjkÊl

i

) (2.38)

Using the expressions of Eq. 2.38, one- and two-electron operators can be expressed in second
quantization by:42

Ôij = OijÊ
j
i

Ôikjl = Oikjl

(
Êj

i Ê
l
k − δjkÊl

i

)
(2.39)

Here Oij and Oikjl represent the one- ⟨ϕi|Ô(1)|ϕj⟩ and two- ⟨ϕiϕk|Ô(1, 2)|ϕjϕl⟩ electron in-
tegrals, respectively.
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The second quantization formalism is used within this thesis as easy and straight forward
approach to evaluate matrix elements between configuration state functions (CSFs). The
density operators employed for reduced one-electron (transition) density matrices between
spin-conserving (Ŝa

i ) and spin-flip (T̂ a
i,γ) excitations are utilized to obtain electric transition

dipole moments, SOCMEs or excitonic coupling matrix elements (ECMEs) and can be ex-
pressed using the excitation operators (Eq. 2.38) by:

Ŝj
i =

(
â†iαâjα + â†iβâjβ

)
T̂ j
i,+1 = â†iαâjβ

T̂ j
i,0 =

(
â†iαâjα − â

†
iβâjβ

)
T̂ j
i,−1 = â†iβâjα

(2.40)

Or in their tensorial form:

Ŝj
i =

1√
2

(
â†iαâjα + â†iβâjβ

)
T̂ j
i,+1 = −â

†
iαâjβ

T̂ j
i,0 =

1√
2

(
â†iαâjα − â

†
iβâjβ

)
T̂ j
i,−1 = â†iβâjα

(2.41)

2.5 Configuration State Functions

Configuration state functions (CSFs) are linear combinations of Slater determinants δi and
are eigenfunctions of the Ŝ2 and Ŝz operators instead of solely the Ŝz operator.43

|S,Ms, ω, w⟩ =
∑
i

ci(S,Ms, ω)δi(Ms, ω) (2.42)

Here w is the occupation vector, ω the index indicating the different eigenfunctions of the Ŝ2

and Ŝz operators. S is the spin quantum number andMs the magnetic spin quantum number
respectively. Applying an operator to the CSFs |S,Ms, ω, w⟩ and |S ′,Ms, ω

′, w′⟩ yields the
spin-couplings η.44

⟨S ′,M ′
s, ω

′, w′|
∑
ij

OijÊ
j
i |S,Ms, ω, w⟩

=
∑
ij

Oij⟨S ′,M ′
s, ω

′, w′|Êj
i |S,Ms, ω, w⟩

=
∑
ij

Oij · η(S, S ′,Ms,M
′
s, ω, ω

′, w, w′)

(2.43)

Utilizing CSFs the Hamiltonian can be transformed into a block structure with respect to
spin-symmetry. This process eases the computational effort to solve the eigenvalue problem.
However, the CSF basis has to be constructed up front requiring some effort before the actual
problem can be solved while the reduced computational cost typically outweigh the effort to
construct the CSF basis.45 For the construction of CSFs multiple procedures exist46 of which
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two, the genealogical construction as well as the construction employing CSFs of subsystems
are discussed in more detail in section 4.2.

2.6 Auxiliary Many-Electron Wave Functions

Auxiliary many-electron wave functions (AMEWs) bridge the gap between TDDFT and wave
function methodology by employing the amplitudes of linear response TDDFT calculations
as CSF weights in a many-electron wave function. As linear response TDDFT does only
consider singly excited configurations relative to the ground state the AMEWs contain only
CSFs corresponding to the employed configurations. Originally, AMEWs were utilized to
offer easy access to nonadiabatic coupling matrix elements (NACMEs)47 ,48 and were later
extended to obtain SOCMEs.49–52

The AMEWs for excited singlet and triplet states relative to the singlet ground state |Ψ0⟩
are given by Eq. 2.44 as long as magnetic interactions do not split up the triplet components
energetically.53

|ΨS⟩ =
nocc∑
i

nvirt∑
a

cai (S)Ŝ i
a|Ψ0⟩

|ΨT,+1⟩ =
nocc∑
i

nvirt∑
a

cai (T )T̂ i
a,+1|Ψ0⟩

|ΨT,0⟩ =
nocc∑
i

nvirt∑
a

cai (T )T̂ i
a,0|Ψ0⟩

|ΨT,−1⟩ =
nocc∑
i

nvirt∑
a

cai (T )T̂ i
a,−1|Ψ0⟩

(2.44)

Employing real valued left (X−Y) and right (X+Y) linear response TDDFT amplitudes of
the non-Hermitian eigenvalue problem (Eq. 2.27) an AMEW with multiplicity M and CSFs
|ψa

i ⟩ can be constructed in two ways.

|ΨR
M⟩ =

nocc∑
i

nvirt∑
a

(X−Y)ai (M)|ψa
i ⟩

⟨ΨL
M | =

nocc∑
i

nvirt∑
a

(X+Y)ai (M)⟨ψa
i |

(2.45)

Both L- and R-AMEWs can be utilized to evaluate matrix elements for operators like the
electric transition dipole operator µ̂el or SOC operators ĤSO yielding multiple possible matrix
elements depending on the choice of amplitudes.

ALL
MN = ⟨ΨL

M |Ô|ΨL
N⟩

ALR
MN = ⟨ΨL

M |Ô|ΨR
N⟩

ARL
MN = ⟨ΨR

M |Ô|ΨL
N⟩

ARR
MN = ⟨ΨR

M |Ô|ΨR
N⟩

Aaver
MN = sign(ALR

MN) ·
√
|ALR

MNA
RL
MN |

(2.46)
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The nontrivial Aaver
MN matrix element is constructed similar to non-Hermitian eigenvalue prob-

lems in equation-of-motion and response coupled-cluster calculations.54 ,55 The employed
TDDFT amplitudes are normalized in biorthogonal sets (Eq. 2.31) and therefore the AMEWs
are not properly normalized from a pure wave function point of view. Restoring a typical wave
function norm using the normalization coefficients N = (

∑
ia c

a
i )
−1/2 yields the normalized

AMEWs ACDnorm
MN .53

ACDnorm
MN =

1√
NC

MN
D
N

ACD
MN (2.47)

AMEWs represent the foundation for the evaluation of SOCMEs from linear response TDDFT
amplitudes utilizing Spoiler.53 Spoiler was extended in this thesis for the evaluation of
electronic transition dipole moments employing AMEWs for the computation of reduced one-
electron (transition) density matrices to access phosphorescence rate constants through the
spin–orbit coupling quasi-degenerate perturbation theory (SOCQDPT) method.

2.7 DFT/MRCI

Ab initio methods like the multi-reference configuration interaction (MRCI) are known to
offer chemically accurate descriptions by including static and dynamic correlation effects. The
configuration interaction method extends the wave function in the basis of n-fold excitations
relative to a reference configuration, which is typically the ground state.

|ΨCI⟩ = c0|Φ0⟩+
∑
ia

cai |Φa
i ⟩+

∑
i<j
a<b

cabij |Φab
ij ⟩+

∑
i<j<k
a<b<c

cabcijk |Φabc
ijk⟩+ . . . (2.48)

Here the indices i, j, k indicate occupied and a, b, c unoccupied orbitals of the reference con-
figuration Φ0 where electrons are moved from occupied to unoccupied orbitals to construct
excited configurations. Due to the sheer amount of configurations, the expansion is truncated
typically after the second or third term leading to the CIS and configuration interaction
singles and doubles (CISD) methods. The truncation ignores higher excited configurations,
which might play important roles in the wave function description. Therefore, the CI method
can be improved by applying a selection criterion to include configurations into the wave
function instead of utilizing a maximum allowed excitation order relative to a reference. The
selection process is typically applied to select a set of reference configurations next to the
ground state reference forming the reference space and allowing configurations into the wave
function, which exhibit an n-fold excitation relative to one of these references.

ΨMRCI =
∑
R

cRΦR +
∑
S

∑
a

caSΦ
a
S +

∑
D

∑
ab

cabDΦab
D + . . . (2.49)

The reference space consists of the configurations ΦR weighted by the coefficients cR and
the singly (Φa

S) and doubly (Φab
D ) excited configurations relative to the reference space.56

The indices S and D indicate the single and double hole states created from the reference
configurations while a and b represent the unoccupied orbitals of the reference configurations.

Similar to CIS the following eigenvalue problem has to be solved employing the wave function
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expansion ΨMRCI :

ĤΨMRCI = EΨMRCI

Where Ĥ =
∑
ij

hijÊ
j
i +

1

2

∑
ijkl

Vikjl

(
Êj

i Ê
l
k − δjkÊl

i

)
(2.50)

The Hamiltonian Ĥ is here expressed in second quantization57 and can be reformulated
following Wetmore and Segal43 as:

Ĥ = ESCF −
∑
i

Fiiw̄i +
1

2

∑
ij

(
Vijij −

1

2
Vijji

)
w̄iw̄j

+
∑
ij

FijÊ
j
i −

∑
ijk

(
Vikjk −

1

2
Vikkj

)
w̄kÊ

j
i

+
1

2

∑
ijkl

Vikjl

(
Êj

i Ê
l
k − δjkÊl

i

) (2.51)

Here ESCF is the self-consistent field (SCF) energy and Fii are the diagonal elements of the
Fock matrix with occupation numbers w̄i:

Fij = hij +
∑
k

w̄k

(
Vikjk −

1

2
Vikkj

)
(2.52)

Moving from small to large molecular systems MRCI calculations become less advantageous
due to the strong scaling of the computational costs.37 One of the factors driving up the
costs, is the appropriate description of dynamic correlation within the MRCI approach re-
quiring long expansions of doubly excited and higher excited configurations. The idea behind
DFT/MRCI is to combine DFT and MRCI, where DFT is used to account for dynamic corre-
lation while MRCI describes the static correlation reducing the required expansion space and
therefore the associated computational costs. Static correlation is not contained within DFT,
as it is caused by near-degeneracies, and fully covered by the MRCI method, while dynamic
correlation is present in both methods and requires adjustment to prevent double counting.58

The original DFT/MRCI approach was developed by Grimme and Waletzke37 utilizing Eq.
2.51 as a starting point to divide the Hamiltonian matrix elements into diagonal and off-
diagonal contributions of one- and two-electron differences. The Kohn–Sham orbital energies
and scaled two-electron integrals are then utilized to correct the matrix elements.37 ,43 The
DFT/MRCI Hamiltonian was subject to change over the last years exhibiting two major
redesigns that will be presented in the following discussion of the diagonal and off-diagonal
matrix elements.

� Diagonal Matrix Elements:
The diagonal matrix elements of the DFT/MRCI Hamiltonian are given by:

⟨ωw|ĤDFT − EDFT |ωw⟩ = ⟨ωw|Ĥ − EHF |ωw⟩ −
nex∑
i∈c

(FHF
ii − FKS

ii )

+
nex∑
i∈a

(FHF
ii − FKS

ii ) + ∆Ecoul −∆Eexch

(2.53)
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Here the HF orbital energies are replaced by the corresponding Kohn–Sham orbital
energies while a refers to annihilators, c to creators and nex is the excitation order
relative to the reference configuration. It is important to note that FHF and EHF do
not resemble the HF orbital energies and the total HF energy but are effective one-
electron matrix elements of the Kohn–Sham orbitals constructed in a HF like manner.
The terms ∆Ecoul and ∆Eexch arise due to typically smaller energy gaps using the
Kohn–Sham orbitals instead of HF orbitals and are used to scale the two-electron
contributions.

Grimme and Waletzke37 used different scaling parameters to correct for the exchange
integrals of singlet and triplet states given by mp[N0] where N0 is the number of open
shells. The Coulomb interaction is scaled by pJ exhibiting values close to 0.5 for the
parametrization with the BH-LYP functional (Eq. 2.14).

∆Eorig
coul −∆Eorig

exch =
1

Nex

nex∑
i∈c

nex∑
j∈a

(pJVijij − mp[N0]Vijji) (2.54)

1p[N0] =
1p[0] +N0

1α
3p[N0] = N0

3α
(2.55)

Lyskov et al.59 suggested a new expression during the first redesign in 2016 (R2016
Hamiltonian) introducing a multiplicity independent scaling factor (pX) for the ex-
change correction unifying the multiplicity dependent treatment by Grimme and Walet-
zke.

∆Ered−even
coul −∆Ered−even

exch = pJ

(
−

nex∑
i,j∈c
i>j

Vijij −
nex∑
i,j∈a
i>j

Vijij +
nex∑
i∈c

nex∑
j∈a

Vijij

)

= pX

(
1

2

nex∑
i∈c

nex∑
j∈a

Vijji +

N0∑
i,j∈o
i>j

Vijjiη
ji
ij

) (2.56)

The operator can be utilized for systems with even numbers of electrons where addi-
tional to the annihilators (a) and the creators (c) a term for open shell (o) contributions
arises weighting the exchange integral with a corresponding spin–coupling coefficient
ηjiij . A more recent extension of the Hamiltonian by Heil et al. extended the Hamilto-
nian for systems with even and odd numbers of electrons.60

� Off-Diagonal Matrix Elements:
Off-diagonal matrix elements involving different CSFs belonging to the same config-
uration or configurations of unequal spacial occupations are treated differently. For
CSFs of equal configurations originally the unscaled CI Hamiltonian matrix element
were used while the R2016 and newer Hamiltonians employ a scaling of (1 − pX) to
maintain a consistent energy splitting.

Original :

⟨ωw|ĤDFT |ω′w⟩ = ⟨ωw|Ĥ|ω′w⟩
R2016/R2017 :

⟨ωw|ĤDFT |ω′w⟩ = ⟨ωw|(1− pX)Ĥ|ω′w⟩

(2.57)
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The dynamic correlation introduced by utilizing the Kohn–Sham orbitals in the di-
agonal elements has to be treated to prohibit double counting. This feat is achieved
by excluding all molecular orbitals exhibiting energies larger than 2 Hartree from the
CI space, while utilizing a damping function to scale down contributions to the off-
diagonal matrix element. The original approach and the redesigns employ different
damping functions.

Original :

⟨ωw|ĤDFT |ω′w⟩ = ⟨ωw|Ĥ|ω′w⟩p1e−p2∆E4
ww′

R2016/R2017 :

⟨ωw|ĤDFT |ω′w⟩ = ⟨ωw|Ĥ|ω′w⟩ p1
1 + (p2∆Eww′)arctan(p2∆Eww′)5

(2.58)

Throughout this thesis the DFT/MRCI method is used for various calculations employing
either the original or in most cases the redesigned R2016 Hamiltonian.

2.8 Reduced Density Matrices

Reduced density matrices offer easy access to matrix elements and expectation values of
quantum mechanical operators easing the evaluation of molecular properties like electronic
transition dipole moments, SOCMEs and ECMEs.

⟨ΨF |Ô(1)|ΨI⟩ =
∑
ij

DF←I
ij Oji = tr

(
DF←IO

)
⟨ΨF |Ô(1, 2)|ΨI⟩ =

∑
ijkl

DF←I
ijkl Okilj

(2.59)

Here DF←I is the density matrix between the final- and initial state and O are the integrals
of the one- or two-electron operator Ô, respectively.
Density matrices can be derived following McWeeny61 starting with the probability density
(Eq. 2.60) of the wave function, which multiplied by the volume element dx1dx2 . . . dxn
gives the probability to find each electron at its respective coordinate, e.g., electron e1 at x1,
electron e2 at x2 and so forth.

ρ(x1, x2, . . . , xn) = Ψ(x1, x2, . . . , xn)Ψ
∗(x1, x2, . . . , xn) (2.60)

If the location of one or two electrons is of interest, the positions of all other electrons can
be integrated out to construct the reduced one- (ρ) and two-electron (π) density functions.

ρ(x1) = N

∫
Ψ(x1, x2, . . . , xn)Ψ

∗(x1, x2, . . . , xn)dx2 . . . dxn

π(x1, x2) = N(N − 1)

∫
Ψ(x1, x2, . . . , xn)Ψ

∗(x1, x2, . . . , xn)dx3 . . . dxn

(2.61)

Integration over the spin (s) of the observed one or two electrons yields the spin-free reduced
one- (P ) and two-electron (Π) density functions.

P (x1) = N

∫
s

∫
Ψ(x1, x2, . . . , xn)Ψ

∗(x1, x2, . . . , xn)dx2 . . . dxnds1

Π(x1, x2) = N(N − 1)

∫
s

∫
Ψ(x1, x2, . . . , xn)Ψ

∗(x1, x2, . . . , xn)dx3 . . . dxnds1ds2

(2.62)
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To determine the expectation values of operators, an auxiliary coordinate x′ is introduced in
the density function specifying the position of the electron before action of the operator.

P (x1;x
′
1) = N

∫
s

∫
Ψ(x1, x2, . . . , xn)Ψ

∗(x′1, x2, . . . , xn)dx2 . . . dxnds1

Π(x1, x2;x
′
1, x
′
2) = N(N − 1)

∫
s

∫
Ψ(x1, x2, . . . , xn)Ψ

∗(x′1, x
′
2, . . . , xn)dx3 . . . dxnds1ds2

(2.63)
Utilizing the reduced one- and two-electron density functions, the wave function expressions
within the expectation values can be substituted:

⟨Ψ|
∑
i

Ô(i)|Ψ⟩ =
∫
x1=x′

1

[
Ô(1)p(x1;x′1)

]
dx1

⟨Ψ|
∑
i,j

Ô(i, j)|Ψ⟩ =
∫
x1=x′

1
x2=x′

2

[
Ô(1, 2)π(x1, x2;x′1, x′2)

]
dx1dx2

(2.64)

Expanding the density functions in the basis of orbitals yields the reduced one- (ρij) and
two-electron (πijkl) density matrices:

ρ(x1;x
′
1) =

∑
ij

ρij · ϕi(x1)ϕj(x
′
1)

π(x1, x2;x
′
1, x
′
2) =

∑
ijkl

πijkl · ϕi(x1)ϕ
∗
k(x1)ϕj(x2)ϕ

∗
l (x2)

(2.65)

In second quantization the density matrices can be expressed in their spin-free form utilizing
the operators from Eq. 2.40 to formulate, e.g., singlet-singlet and triplet-triplet reduced
one-electron density matrices.

Pij = ⟨Ψ|Ŝ|Ψ⟩ (2.66)

Utilizing the same expression for different electronic states ΨF ̸= ΨI reduced one-electron
transition density matrices can be expressed for e.g. singlet-singlet, triplet-triplet and singlet-
triplet transitions.

DSF←SI
ij = ⟨1ΨF |Ŝ|1ΨI⟩

DTF←TI
ij = ⟨3ΨF |Ŝ|3ΨI⟩

D
SF←TI,γ

ij = ⟨1ΨF |T̂−γ|3ΨI,γ⟩

D
TF,γ←SI

ij = ⟨3ΨF,γ|T̂γ|1ΨI⟩

(2.67)

2.9 Relativistic Effects

2.9.1 Spin–Orbit Mean-Field Operator

SOC operators like the Breit–Pauli operator (Eq. 2.68) contain one- and two-electron terms,
where especially the two-electron terms are computationally demanding. Even today approx-
imations are required to apply such operators to larger systems.

ĤBP
SO =

e2

2m2
ec

2

(
ĥBP
SO (1) + ĤBP

SO (1, 2)

)
(2.68)
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The one-electron part of the Breit–Pauli operator describes the interaction of the electron
spin’s magnetic moment in the field of magnetic moments spanned by the nuclei. The two-
electron part consists of three terms which describe the interaction of the orbital’s magnetic
moment and the electron’s spin in the field of all electrons. The first term is denoted as
the same-spin-orbit term as the spin’s and orbital’s magnetic moments stem from the same
electron while in the remaining two spin-other-orbit terms the momenta belong to different
electrons.

ĥBP
SO (1) =

∑
i

(
−∇i

(∑
I

ZI

r̂iI

)
× p̂i

)
· ŝi

ĤBP
SO (1, 2) =

∑
i

∑
j ̸=i

(
∇i

(
1

r̂ij

)
× p̂i

)
· ŝi

+
∑
i

∑
j ̸=i

(
∇j

(
1

r̂ij

)
× p̂j

)
· ŝi

+
∑
j

∑
i̸=j

(
∇i

(
1

r̂ji

)
× p̂i

)
· ŝj

(2.69)

To reduce the computational cost of the two-electron terms a HF like mean-field approach is
employed yielding the spin–orbit mean-field (SOMF) operator.

Ĥeff
SO (1) = ĤSO(1) + Ĥmf

SO (1) (2.70)

ĤSO(1) remains the pure one-electron term while Ĥmf
SO (1) replaces the two-electron terms by

a mean-field, where a SOCME between the valence orbitals i and j evaluates to summation
over the occupied orbitals a with the occupation number γa:

62

⟨i|Ĥmf
SO (1)|j⟩ =

∑
a

γa

{
⟨ia|ĤSO(2)|ja⟩ −

3

2
⟨ia|ĤSO(2)|aj⟩ −

3

2
⟨ai|ĤSO(2)|ja⟩

}
(2.71)

The SOMF operator reduces the number of required integrals drastically such that these
integrals can easily be kept in memory throughout the calculation. Additionally, the operator
yields SOCME contributions only between CSFs that differ by a single excitation. Utilizing
the second quantization formalism the SOMF operator can be expressed as:62

Ĥeff
SO (1) =

∑
i,j

hij â
†
i âj =

∑
i,j

lij

(∑
µ,ν

sµν â
†
iµâjν

)
(2.72)

The evaluation of SOCMEs between two wave functions can be expressed by means of the
trace of the product between the transition’s density matrix DF←I with the SOMF integrals
Hmf

SO yielding the central equations for SOCME evaluation in the SPOCK and Spoiler
programs.

⟨ΨF |ĤSO|ΨI⟩ = tr

(
DF←IHmf

SO

)
(2.73)

The costs for the SOMF integrals can be reduced further by replacing the molecular mean-
field by a sum of atomic mean-fields (one-center approximation), which utilizes the spin-orbit
Hamiltonian’s steep falloff (1/r3). Herein the largest two-electron contributions are associated
to molecular core orbitals which do not differ much from their atomic counterparts. The
approximation yields errors of 5 % or less in organic systems.63–65
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2.9.2 Spin–Orbit Coupling Quasi-Degenerate Perturbation The-
ory

Spin–orbit coupling quasi-degenerate perturbation theory (SOCQDPT) is a method to ob-
tain mixed-spin wave functions and their properties by utilizing the spin-free Hamiltonian
ĤSF and treating the SOC operator ĤSO in a perturbative manner. For this purpose the
perturbation matrix (Eq. 2.74) is constructed and diagonalized yielding first-order energies

E
(1)
k;a of the coupled states.66

⟨Ψ(0)
k;1|ĤSO|Ψ(0)

k;1⟩ ⟨Ψ
(0)
k;2|ĤSO|Ψ(0)

k;1⟩ . . . ⟨Ψ(0)
k;d|ĤSO|Ψ(0)

k;1⟩
⟨Ψ(0)

k;1|ĤSO|Ψ(0)
k;2⟩ ⟨Ψ

(0)
k;2|ĤSO|Ψ(0)

k;2⟩ . . . ⟨Ψ(0)
k;d|ĤSO|Ψ(0)

k;2⟩
...

...
. . .

...

⟨Ψ(0)
k;1|ĤSO|Ψ(0)

k;d⟩ ⟨Ψ
(0)
k;2|ĤSO|Ψ(0)

k;d⟩ . . . ⟨Ψ(0)
k;d|ĤSO|Ψ(0)

k;d⟩

 (2.74)

The eigenvectors |Ψ(0)
k;a⟩ are expanded in the spin–free wave functions including wave functions

of different multiplicities typically restricted to singlet and triplet states.

|Ψ(0)
k;a⟩ =

∑
b=1

c
(0)
k;a,b|Ψ

(0)
k;b⟩ (2.75)

In Rayleigh-Schrödinger type perturbation theory, the mixed-spin wave functions correspond-
ing to E

(1)
k;a are given by:

|Ψ(1)
k;a⟩ =

∞∑
i̸=k

∑
b

⟨Ψ(0)
i;b |ĤSO|Ψ(0)

k;a⟩
E

(0)
i − E

(0)
k

|Ψ(0)
i;b ⟩ (2.76)

Following Eq. 2.76, Matrix elements of the mixed-spin wave functions like electric transition
dipole moments can be obtained as the sum of the weighted pure-spin properties. Here the
expansion is restricted to singlet and triplet contributions only.66

⟨Ψ(1)
0 |µ̂|Ψ

(1)
1,γ⟩ =

nsinglets∑
i

⟨1Ψ(0)
i |ĤSO|3Ψ(0)

1,γ⟩
1E

(0)
i − 3E

(0)
1

⟨1Ψ(0)
0 |µ̂|1Ψ

(0)
i ⟩

+

ntriplets∑
i

⟨1Ψ(0)
0 |ĤSO|3Ψ(0)

i,γ ⟩
3E

(0)
i − 1E

(0)
0

⟨3Ψ(0)
i,γ |µ̂|3Ψ

(0)
1,γ⟩

(2.77)

While SOCQDPT is a computational inexpensive approach, it is heavily dependent on the
number of states employed in the perturbation expansion as it converges slowly.66 Typically,
41 singlets and 40 triplets are utilized in calculations throughout this thesis ensuring con-
vergence. The SOCQDPT method is employed in SPOCK and Spoiler methods to obtain
mixed-spin wave functions or AMEWs and their electric transition dipole moments for the
evaluation of phosphorescence rate constants.

2.9.3 DFT/MRSOCI

Treatment of SOC as a perturbation is problematic in cases where the zero-field splitting is
of the same order as the correlation energy requiring a more sophisticated approach. The
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density functional theory / multi-reference spin–orbit coupling interaction (DFT/MRSOCI)
method treats SOC variationally at the same time as electron correlation by utilizing the
DFT/MRCI pure-spin wave functions and SOCMEs obtained with the SOMF operator. The
pure-spin wave functions and their SOCMEs are used to construct start vectors utilizing the
SOCQDPT approach. Davidson diagonalization of the complex valued Hamiltonian matrix
and updating of the CI coefficients at each iteration leads to mixed-spin wave functions
that can be used to obtain reduced one-electron (transition) density matrices and therefore
properties like electric transition dipole moments.44

2.10 Radiative and Non-Radadiative Rate Constants

Radiative and non-radadiative rate constants are important properties to investigate and ex-
plain experimentally observed behavior of molecular systems after excitation. Rate constants
can be evaluated following the FC and HT approximations:

� Franck–Condon Approximation
Within the FC approximation the molecule is assumed to retain its geometry through-
out the excitation enabling the separation of the wave function into electronic and
vibrational part.67

⟨ΨF |Ô|ΨI⟩ = ⟨ψF |Ô|ψI⟩⟨χF |χI⟩ (2.78)

The FC overlap of the vibrational functions ⟨χF |χI⟩ can be expanded into overlaps of
vibrational states ⟨νb|νa⟩ also known as FC integrals. Assuming only population of the
initial states vibrational level νIa the expansion yields:

⟨χF |χI⟩ =
∑
b

⟨νFb|νIa⟩ (2.79)

� Herzberg–Teller Approximation
In the case of small electronic couplings, the effect of vibrational motions on the coupling
can not be neglected anymore and the FC approximation has to be extended. Herzberg
and Teller supplied these extensions by incorporating vibrational effects through a
Taylor expansion:68∑

b

⟨ΨFb|Ô|ΨIa⟩ = ⟨ΨF |Ô|ΨI⟩|Q0

∑
b

⟨νFb|νIa⟩

+
∑
k

∂⟨ΨF |Ô|ΨI⟩
∂Qk

∣∣∣∣
Q0

∑
b

⟨νFb|Qk|νIa⟩+ . . .

(2.80)

Initially the HT approximation was utilized to treat vibronic contributions to absorp-
tion spectra employing the first two terms of the Taylor expansion for the electric
transition dipole moment operator (Ô = µ̂el). The HT terms were implemented in the
Vibes program by Mihaljo Etinski69–71 for the use with the electric transition dipole
operator as well as SOC operators to evaluate radiative rate constants and ISC rate
constants, respectively.
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2.10.1 Non-Radiative Rate Constants

Non-radiative rate constants can be evaluated following Fermi’s Golden Rule which is ob-
tainable from first-order time-dependent perturbation theory:70 ,72

knr =
2π

ℏ
∑
b

|⟨ΨFb|Ô|ΨIa⟩|2δ(EF − EI) (2.81)

The use of perturbation theory requires the perturbation to be small. Utilizing the FC
approximation, Fermi’s Golden Rule can be simplified by separating the electronic and vi-
brational parts.

knr =
2π

ℏ
∑
b

∣∣∣∣⟨ΨF |Ô|ΨI⟩|Q0⟨νFb|νIa⟩
∣∣∣∣2δ(EF − EI)

kFC
nr =

2π

ℏ

∣∣∣∣⟨ΨF |Ô|ΨI⟩
∣∣∣∣2
Q0

∑
b

|⟨νFb|νIa⟩|2δ(EF − EI)

=
2π

ℏ

∣∣∣∣⟨ΨF |Ô|ΨI⟩
∣∣∣∣2
Q0

ρFC(E)

(2.82)

Here ρFC(E) is the FC weighted density of states describing the probability to find the
initial- and final vibrational states at the same energy.73 Temperature dependency of the
rate constant can be included in the expression employing a Boltzmann distribution for the
population of the initial state’s vibrational levels.

kFC
nr =

2π

ℏZ
∑
b

∣∣∣∣⟨ΨF |Ô|ΨI⟩|Q0

∣∣∣∣2∑
wu

e
−EIau
kBT |⟨νFbw|νIau⟩|2δ(EIau − EFw) (2.83)

The partition function Z is given by the Boltzmann distribution:

Z =
∑
u

e
−EIau
kBT (2.84)

Moving from the FC approximation to the HT approximation the electronic and vibrational
parts of the wave function can not be separated anymore as done in Eq. 2.82 yielding
two expressions in addition to Eq. 2.83. The first additional term mixes FC and HT like
contributions

kFC/HT
nr =

4π

ℏZ
∑
γ

R

(
⟨ΨFb,γ|Ô|ΨIa⟩

∣∣∣∣
Q0

×
∑
wu

e
−EIau
kBT ⟨νFbw|νIau⟩⟨νFbw|b†QI |νIau⟩δ(EIau − EFw)

) (2.85)

while the second additional term arises solely from vibrational contributions.

kHT
nr =

2π

ℏZ

(∑
wu

e
−EIau
kBT |⟨νFbw|b†QI |νIau⟩|2δ(EIau − EFw)

)
(2.86)

The expression contains the first-order derivatives of the electronic coupling:

bk =
∂⟨ΨFb|Ô|ΨIa⟩

∂Qk

∣∣∣∣
Q0

(2.87)
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These gradients are typically evaluated numerically by displacements along the normal modes
Qk utilizing finite-difference techniques as done in this thesis for the electric transition dipole
moment and SOC operators.
The direct evaluation of the FC integrals ⟨νFb|νIa⟩ is computationally very expensive due
to the sheer amount of integrals.69 A more favorable approach is to use a time-dependent
scheme based on the reformulation of Eq. 2.82 in the Heisenberg picture. In this approach,
a correlation function is converged in the time domain and integration of the correlation
function yields the FC weighted density of states ρFC(E).69 ,70

kFC
nr,corr = |⟨ΨF |Ô|ΨI⟩|2

∫ ∞
∞

Fcorr(t)dt (2.88)

The normal modes of the final- and initial state QF and QI are related by the Duschinsky
transformation allowing to express the vibrational wave functions of both states in either
one.74

QF = JQI +D (2.89)

Here matrix J is the Duschinsky rotation matrix and D the displacement vector. Both
approaches are implemented in the VIBES program while only the latter is utilized in this
thesis to evaluate rate constants due to its lower computational costs.

In the case of EET processes, the FC weighted density of states is often approximated with
the spectral overlap integral:

kEET =
2π

ℏ
|VDA|2

∫ ∞
0

AA(ω)ED(ω)dω (2.90)

The spectral overlap integral is the integral of the product function of the acceptor’s ab-
sorption and the donor’s emission spectrum. The approximation assumes that the spectral
broadening is homogeneous and that the coupling proceeds between two independent vibra-
tional levels of the donor and acceptor molecules. The spectral overlap is highly sensitive
with respect to the difference of donor and acceptor energies requiring very accurate ex-
citation energy estimates.73 Evaluating this equation, especially for TEET rate constants,
proves to be difficult because experimental triplet spectra are not always accessible from the
literature.75

2.10.2 Radiative Rate Constants

Radiative rate constants can be obtained in FC approximation following equation (Eq. 2.91)
by employing the electric transition dipole moment ⟨Ψ0|µ̂el|ΨI⟩ and the energetic distance
EI − E0 between the emissive state ΨI and the ground state Ψ0.

krad =
4e2

3c3ℏ4
|⟨Ψ0|µ̂el|ΨI⟩|2 · (EI − E0)

3 (2.91)

Following the time-integration approach discussed for non-radiative rate constants, absorp-
tion and emission spectra can be calculated by performing a Fourier transformation of the
correlation function with the VIBES program. Integration of the emission spectrum yields
the radiative rate constant:76

krad =

∫
I(ω)dω (2.92)
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Due to improper normalization in the VIBES program, the spectrum has to be scaled ap-
propriately. For a FC spectrum, the area of the spectrum has to be

∫
SFC(ω)dω = 1, where

S(ω) is the spectral density. For HT spectra a renormalization has to be applied which scales
SHT (ω) by the spectral density of the FC spectrum SFC(ω).76 ,77

kHT
rad =

∫
IHT (ω)dω =

4

3c3ℏ

∫
ω3SHT (ω)dω∫
SFC(ω)dω

(2.93)

2.11 Excitation Energy Transfer

2.11.1 Förster Resonance Energy Transfer

Within Förster resonance energy transfer (FRET) the EET rate constant is approximated for
a weakly coupled donor-acceptor system utilizing Fermi’s Golden Rule approach (Eq. 2.82):

kEET =
2π

ℏ
|VDA|2ρ(E) (2.94)

The coupling matrix element VDA is assumed to be the Coulomb coupling between both
fragments and is expanded in the donor (µ⃗D,el) and acceptor (µ⃗A,el) electric dipole moments

separated by the distance X⃗ employing the ideal dipole approximation (IDA):

VDA ≈ JDA ≈
µ⃗D,elµ⃗

∗
A,el

|X⃗|3
− 3

X⃗µ⃗D,elX⃗µ⃗
∗
A,el

|X⃗|5
(2.95)

The coupling matrix element can be simplified further introducing an orientation factor κ:

κ = n⃗Dn⃗A − 3(e⃗DAn⃗D)(e⃗DAn⃗A) (2.96)

where n⃗D, n⃗A is the unit vector of the respective donor or acceptor transition dipole moments
and e⃗DA is the unit vector along X⃗. Employing the orientation factor, the coupling can be
expressed as:

VDA = κ
|µ⃗D,el||µ⃗∗A,el|
|X⃗DA|3

(2.97)

The representation in terms of transition dipole moments allows to employ the donor emission
spectrum and acceptor absorption coefficient, where ED(ω) and AA(ω) are the respective FC
emission and absorption spectra.

ID(ω) =
4ω3

3c3
|µ⃗D,el|2ED(ω) (2.98)

αA(ω) =
4π2ωnmol

3ℏc
|µ⃗∗A,el|2AA(ω) (2.99)

Inserting Eq. 2.97 - 2.99 into Eq. 2.94 yields the Förster equation.

kFRET =
9c4

8πnagg

κ2

|X⃗|6

∫
ID(ω)αA(ω)

dω

ω4
(2.100)
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Here the variables nmol and nagg are the respective volume densities of the acceptor and the
aggregate molecules. A property of the Förster equation, the Förster radius RF , is used to
express the energy transfer’s efficiency. The Förster radius is the donor-acceptor distance at
which the energy transfer rate constant is equal to the radiative rate constant of the donor:

kFRET (RF ) = kDrad =
1

τD
(2.101)

An important factor in EET is the relative orientation of the donor and acceptor fragments.
The orientation factor κ2 can take values between 0 and 4, where the lowest factor is obtained
for an orthogonal arrangement of the transition dipole moments with respect to the distance
vector, while the largest factor is obtained for transition dipole moments oriented exactly
along the distance vector. In experiments where donor and acceptor can move freely, an
isotropic distribution of the transition dipole moments is assumed leading to κ2 = 2

3
.

2.11.2 Excitonic Coupling In The Two-Level System

In many situations an explicit solvable two-level system can be used to model the donor–
acceptor interaction effectively. To obtain the adiabatic eigenvalues and eigenstates for a
molecular system the Schrödinger equation has to be solved:

Ĥ|Ψ⟩ = E|Ψ⟩ (2.102)

The adiabatic states |Ψ⟩ are expanded in the basis of diabatic eigenstates.

|Ψ⟩ = c1|ψ1⟩+ c2|ψ2⟩ (2.103)

The Hamiltonian is given by

H =

(
ϵ1 V
V ∗ ϵ2

)
(2.104)

where ϵ1 and ϵ2 are the diabatic eigenvalues while V is the Hamiltonian coupling matrix
element between both diabatic states. Solving the linear equations yields the respective
adiabatic eigenvalues and eigenstates.(

ϵ1 V
V ∗ ϵ2

)(
c1
c2

)
= E

(
c1
c2

)
(2.105)

Solutions of the linear equations can be obtained by evaluating the secular determinant:∣∣∣∣E − ϵ1 V
V E − ϵ2

∣∣∣∣ = 0

E± =
1

2

(
ϵ1+ϵ2 ±

√
(ϵ1 − ϵ2)2 + 4|V |2

) (2.106)

If both diabatic states have the same energy, like corresponding states in a homo dimer (e.g.
ϵ1 = ϵ2), the solution can be simplified to:

E± = ϵ± |V | (2.107)

Following Eq. 2.107 the energetic splitting of the dimer states is symmetrical in the homo
dimer and equal to |V |. This symmetrical splitting is known as Davydov splitting and named
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after Alexander Sergeevich Davydov who investigated the excitonic splitting in molecular
crystals. The Davydov splitting allows easy access to the excitonic coupling if the dimer
energy levels are known. Reversing the process discussed above and returning to the adiabatic
picture yields V from the energy difference between the dimer states.

V =
∆E

2
=
E− − E+

2
(2.108)

2.11.3 Diabatization Approaches

Typical EET applications do seldom involve homo dimers or require a non-symmetrical split-
ting. Therefore, diabatization approaches were developed for hetero dimers. The target of
these approaches is similar to the Davydov procedure obtaining the excitonic coupling from
calculations of the full dimer system. To move from the adiabatic dimer Hamiltonian Ha to a
diabatic representation Hd, a rotation of the Hamiltonian is required which can be expressed
by a unitary transformation:

U †HaU = U †
(
E+ 0
0 E−

)
U =

(
ϵ1 V
V ∗ ϵ2

)
= Hd (2.109)

where the transformation matrix U is given by:

U =

(
cos(θ) sin(θ)
−sin(θ) cos(θ)

)
(2.110)

Inserting into Eq. 2.109 yields:

V =
1

2
sin(2θ)(ϵ2 − ϵ1) (2.111)

Therefore the adiabatic-to-diabatic transformation requires finding the correct mixing angle
θ. If more than two states are employed in the diabatization approaches, the rotation of the
Hamiltonian can be performed pairwise for each combination of two states.78 ,79 The correct
mixing angle is determined by maximizing physical properties utilized in the diabatization
scheme:

� Boys:79 ,80

The Boys diabatization maximizes the electric transition dipole moment to obtain
proper diabatic states separating the charge of the employed adiabatic states.

fBoys(U) =
∑
i,j=1

|⟨Ψi|µ⃗|Ψi⟩ − ⟨Ψj|µ⃗|Ψj⟩|2 (2.112)

Charge separation does only occur in intermediate states of the EET process and there-
fore the Boys diabatization can only obtain diabatic states for electron transfer (ET).
Subotnik et al.79 extended the Boys diabatization for the use with EET by assuming
different electrostatic fields for the electrons and holes.

fBoysOV (U) =
∑
i,j=1

|⟨Ψi|µ⃗occ|Ψi⟩ − ⟨Ψj|µ⃗occ|Ψj⟩|2

+ |⟨Ψi|µ⃗virt|Ψi⟩ − ⟨Ψj|µ⃗virt|Ψj⟩|2
(2.113)
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The operators µ⃗occ and µ⃗virt consider contributions to the transition dipole moments
from occupied-occupied and virtual-virtual orbital blocks of the density matrices, re-
spectively. The choice of different electrostatic potentials for holes and electrons for
EET is not correct, but aids to obtain localized electronic states on the fragments
participating in the EET process. This treatment is only valid for CIS or TDDFT
excited states, where the off-diagonal blocks of the reduced one-electron (transition)
density matrices between excited states are always zero. For methods incorporating
higher excitation orders than single excitations, this procedure can only be used ap-
proximately for mostly singly excited states ignoring off-diagonal contributions to the
density matrices.

� Edmiston–Ruedenberg (ER):79–81

The ER diabatization maximizes the self interaction to obtain diabatic states applicable
to ET and EET.

fER(U) =
∑
i=1

∫
dr1dr2

⟨Ψi|ρ̂(r2)|Ψi⟩⟨Ψi|ρ̂(r1)|Ψi⟩
|r1 − r2|

(2.114)

Evaluation of the self-interaction requires the costly calculation of two-electron integrals
followed by the contraction with the employed adiabatic state’s transition densities
rendering this approach computational very demanding.

Within this thesis the Boys, BoysOV and ER diabatization were implemented in the EET
program to supply reference ECMEs for the extension of the MTD approach to TEET.

2.11.4 Monomer Transition Density Approach

While the diabatization approaches introduced above resemble easy and straight forward
procedures to obtain the excitonic coupling, performing such calculations prove to be com-
putationally very demanding. These approaches require the quantum chemical calculation of
the full system, limiting the choice of quantum chemical methods as well as their associated
accuracy. Instead of evaluating the ECME starting from the full system, it can be derived
by fragmentation approaches considering the system fragments directly involved in the en-
ergy transfer. Fragmentation lowers the computational effort and allows the application of
more sophisticated quantum chemical methods to derive the fragment’s properties at higher
accuracy.

One of these fragmentation schemes is the MTD approach, which employs an aggregate
Hamiltonian, where Ĥm contains all contributions within fragment m and V̂mn denotes the
intramolecular interactions between the fragments:82

Ĥagg =
∑
m

Ĥm +
1

2

∑
mn

V̂mn (2.115)

The MTD approach utilizes a Hartree-Product to construct the wave function of the full
system.82–84

ΨHP
D∗A = ψD∗ψA

ΨHP
DA∗ = ψDψA∗

(2.116)
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Here ψD∗ and ψA∗ denote the excited fragments’ states while ψD and ψA denote their respec-
tive ground states. Due to the product ansatz, the de-excitation and excitation processes
remain localized on the donor and acceptor fragments. To describe the transfer process, the
two-level system is utilized employing a superposition of the Hartree products to solve the
eigenvalue equation:

ĤΨHP = EΨHP (2.117)

where ΨHP is constructed as linear combination ΨHP = c1Ψ
HP
DA∗+c2Ψ

HP
D∗A. The corresponding

Hamiltonian is given by:

H =

(
⟨ΨHP

D∗A|Ĥagg|ΨHP
D∗A⟩ ⟨ΨHP

D∗A|Ĥagg|ΨHP
DA∗⟩

⟨ΨHP
DA∗|Ĥagg|ΨHP

D∗A⟩ ⟨ΨHP
DA∗|Ĥagg|ΨHP

DA∗⟩

)
(2.118)

The energies of the dimer states are obtained solving the secular equation, where the excitonic
coupling is given by ⟨ΨHP

DA∗|Ĥagg|ΨHP
D∗A⟩:∣∣∣∣⟨ΨHP

D∗A|Ĥagg|ΨHP
D∗A⟩ − E ⟨ΨHP

D∗A|Ĥagg|ΨHP
DA∗⟩

⟨ΨHP
DA∗|Ĥagg|ΨHP

D∗A⟩ ⟨ΨHP
DA∗|Ĥagg|ΨHP

DA∗⟩ − E

∣∣∣∣ = 0 (2.119)

E± =
1

2

(
⟨ΨHP

D∗A|Ĥagg|ΨHP
D∗A⟩+ ⟨ΨHP

DA∗|Ĥagg|ΨHP
DA∗⟩

±
√

(⟨ΨHP
D∗A|Ĥagg|ΨHP

D∗A⟩ − ⟨ΨHP
DA∗|Ĥagg|ΨHP

DA∗⟩)2 + 4⟨ΨHP
DA∗|Ĥagg|ΨHP

D∗A⟩
) (2.120)

Evaluating the involved matrix elements of the Hamiltonian, the following expressions are
obtained:

⟨ΨHP
D∗A|Ĥagg|ΨHP

D∗A⟩ = ⟨ΨHP
D∗A|ĤD + ĤA + V̂DA|ΨHP

D∗A⟩
= ⟨ψD∗ψA|ĤD + ĤA + V̂DA|ψD∗ψA⟩
= ⟨ψD∗ |ĤD|ψD∗⟩⟨ψA|ψA⟩+ ⟨ψA|ĤA|ψA⟩⟨ψD∗ |ψD∗⟩+ ⟨ΨHP

D∗A|V̂DA|ΨHP
D∗A⟩

= ϵD∗ + ϵA + ⟨ΨHP
D∗A|V̂DA|ΨHP

D∗A⟩
(2.121)

⟨ΨHP
DA∗|Ĥagg|ΨHP

DA∗⟩ = ⟨ΨHP
DA∗|ĤD + ĤA + V̂DA|ΨHP

DA∗⟩
= ⟨ψDψA∗|ĤD + ĤA + V̂DA|ψDψA∗⟩
= ⟨ψD|ĤD|ψD⟩⟨ψA∗|ψA∗⟩+ ⟨ψA∗ |ĤA|ψA∗⟩⟨ψD|ψD⟩+ ⟨ΨHP

DA∗ |V̂DA|ΨHP
DA∗⟩

= ϵD + ϵA∗ + ⟨ΨHP
DA∗|V̂DA|ΨHP

DA∗⟩
(2.122)

The diagonal matrix elements evaluate to sums of the fragment energies ϵ and involve the
van der Waals like expressions ⟨ΨHP

D∗A|V̂DA|ΨHP
D∗A⟩ and ⟨ΨHP

DA∗|V̂DA|ΨHP
DA∗⟩. The off-diagonal

matrix elements represent the ECME ⟨ΨHP
DA∗|V̂DA|ΨHP

D∗A⟩:

⟨ΨHP
DA∗|Ĥagg|ΨHP

D∗A⟩ = ⟨ΨHP
DA∗|ĤD + ĤA + V̂DA|ΨHP

D∗A⟩
= ⟨ψDψA∗|ĤD + ĤA + V̂DA|ψDψA∗⟩
= ⟨ψD|ĤD|ψD∗⟩⟨ψA∗|ψA⟩+ ⟨ψA∗|ĤA|ψA⟩⟨ψD|ψD∗⟩+ ⟨ΨHP

DA∗|V̂DA|ΨHP
D∗A⟩

= ⟨ΨHP
DA∗|V̂DA|ΨHP

D∗A⟩
(2.123)
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Due to the missing anti-symmetrization present in the Hartree product, the exchange con-
tributions to the two-electron interaction vanishes leaving solely the Coulomb part.

⟨ΨHP
DA∗|V̂DA|ΨHP

D∗A⟩ =
∫ ∫

ρD(x1)ρA(x2)

r12
dx1dx2 (2.124)

Expressed in terms of reduced one-electron transition densities, the ECME for SEET reads:

⟨1ΨHP
DA∗ |V̂DA|1ΨHP

D∗A⟩ =
∑
ijkl

DSD∗→SD

ij DSA→SA∗
kl Vikjl (2.125)

Expressing TEET within the same formalism is not possible, because its ECME involves the
exchange interaction. The exchange interaction can be reintroduced.82

⟨1ΨHP
DA∗|V̂AD|1ΨHP

D∗A⟩ =
∑
ijkl

DSD∗→SD

ij DSA→SA∗
kl (Vikjl −

1

2
Viklj) (2.126)

For TEET the excitonic coupling is given by:85

⟨1ΨHP
DA∗|V̂DA|1ΨHP

D∗A⟩ = −
∑
ijkl

Viklj

(
D

TD∗,+1→SD

ij D
SA→TA∗,+1

kl

+D
TD∗,−1→SD

ij D
SA→TA∗,−1

kl +
1

2
D

TD∗,0→SD

ij D
SA→TA∗,0
kl

) (2.127)

Here only the transfer between triplet components belonging to the same magnetic spin
quantum number is considered, as the Coulomb operator does not allow for spin-flips. In
contrast to the Coulomb interaction, the exchange interaction falls off exponentially instead
of r−1 rendering TEET a purely short-range process.

2.11.5 Electron Transfer Contributions

The discussion of the ECME did, so far, only consider simultaneous processes where de-
excitation and excitation of the donor and acceptor (SEET) or ET reactions exchanging two
electrons between the systems (SEET, TEET) contribute to EET. Besides these processes
additional ET contributions to EET arise involving intermediate CT states.23 ,86–88

Figure 2.1: Short-range ET processes contributing to EET.23 ,89
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Harcourt et al.86 used a perturbative approach to account for ionic configurations in the eval-
uation of the ECME allowing the system’s wave function to admix CT character. The initial-
ΨI and final ΨF transfer states, where the excitation is centered on the donor or acceptor,
respectively, are constructed as linear combinations between neutral and CT configurations.

ΨI ≈ N(ΨD∗A + λΨD+A− + µΨD−A+)

ΨF ≈ N(ΨDA∗ + µΨD+A− + λΨD−A+)
(2.128)

Evaluation of the coefficients λ and µ in first-order perturbation theory yields additional
ET contributions via charged configurations, which are scaled by the energy difference with
respect to the donor’s excited state:

VDA = ⟨ΨDA∗|VDA|ΨD∗A⟩

− ⟨ΨDA∗|ETDA|ΨD+A−⟩⟨ΨD+A−|ETDA|ΨD∗A⟩
ED+A− − ED∗A

− ⟨ΨDA∗|ETDA|ΨD−A+⟩⟨ΨD−A+ |ETDA|ΨD∗A⟩
ED−A+ − ED∗A

(2.129)

Fujimoto extended the transition-density-fragment interaction (TDFI)90 ,91 approach, a varia-
tion of the MTD method for usage with CIS and TDDFT calculations, with the ET integrals
found by Harcourt et al. to create the TDFI-TI23 approach. The transfer integrals are
treated within a HOMO-LUMO approach utilizing Koopman’s theorem92 to obtain the en-
ergies required for the correct scaling of the interactions. The use of Koopman’s theorem
and the restriction to a HOMO-LUMO approach renders the method less usable as a general
approach, while the application to the ethylene dimer showed that ET is responsible for the
majority of short-range contributions to the ECME. As shown in this work, estimation of
TEET requires an accurate treatment of these terms, as the ET contributions outweigh the
direct contributions to EET at short distances.

34



3 Room Temperature Phosphorescence

The design of room temperature phosphorescence (RTP) emitters is presently a ’hot’ topic
with many applications in biological imaging, anti-counterfeiting, illumination of watch dials
and safety signs as well as optoelectronic devices.18 For RTP to occur two conditions have
to be met:

� A phosphorescence channel has to exist, which is faster than its respective non-radiative
deactivation channels. As phosphorescence is by definition a slow process, this require-
ment poses a difficult molecular design challenge especially at RT where the speed of
the deactivation channels is hard to overcome.

� An ISC channel has to exist, which either directly or indirectly by utilizing internal
conversion from higher triplet states, populates the emissive triplet state. This channel
has to be faster than fluorescence and/or non-radiative deactivation processes originat-
ing in the singlet state such that an efficient singlet to triplet exciton conversion can
take place.

To fulfill both conditions strong SOC is needed to mediate these spin–forbidden processes.
Typically, phosphorescence emitters use heavy atoms like iridium (Ir) and platinum (Pt) to
increase SOC and speed up the ISC and phosphorescence processes tremendously. Designing
purely organic phosphorescence emitters still poses a challenge today as on the one hand ISC
is slow in organics due to small SOC and on the other hand phosphorescence is efficiently
quenched by non-radiative deactivation processes.
The design of organic RTP emitters involves typically inclusion of atoms with lone pairs like
oxygen (O) and/or nitrogen (N) to increase the number of low-lying nπ∗ states. Following
El-Sayed’s rule,93 these nπ∗ states can open up fast ISC channels as electronic transitions are
strong if the excitation character of the two connected states differs. Therefore, 1ππ∗ ⇝ 3nπ∗

and 1nπ ⇝ 3ππ∗ transitions can pose as efficient ISC channels.
Similar to ISC, the phosphorescence process is spin-forbidden and depends on SOC to cir-
cumvent the spin restrictions. In addition to strong SOC, the emissive state has to be bright
and therefore its electric transition dipole moment is required to be strong. The size of the
transition dipole moment (Eq. 2.77) is mostly determined by intensity borrowing through the
SOC driven admixture of bright singlet states into the emissive triplet state. The strength of
the mixing is stronger the closer the singlet states and triplet states are located energetically.
In organics, bright singlet states are typically of ππ∗ character requiring the phosphorescent
state to be of nπ∗ character to ensure strong coupling and allow phosphorescence speeds to
surpass the non-radiative deactivation channels. Additionally, the non-radiative processes
can be inhibited to allow phosphorescence to compete by embedding the emitter into rigid
environments such as crystals or films.
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In cooperation with researchers from Würzburg, Manchester and Xi’an, a group of triaryb-
oranes was investigated of which two compounds showed RTP of up to four seconds. These
triarylboranes were particularly interesting to investigate as their molecular structure does
not include atoms with lone pairs and therefore ISC and phosphorescence was expected to
be slow. The RTP project covers two publications on triarylboranes:

1. In the first publication18 four triarylboranes were investigated and the origin of the
RTP shown by two components as well as its mechanism was analyzed. The aim was
to understand the effects driving the ISC and RTP processes in these compounds.

2. The second publication19 addressed one RTP component from the previous study aimed
at enhancing the ISC process by bromine substitution in ortho-, meta- and para-position
of the unsubstituted aryl ring. Interestingly, the ortho-component showed dual room
temperature phosphorescence (DRTP) in rigid environments indicating that environ-
mental effects have a major influence on the mechanism.

Computationally, similar protocols were applied in both projects. Ground state equilibrium
geometries were optimized with DFT utilizing the B3-LYP functional in the first study and
PBE0 in the second one. Excited state geometries were obtained within the framework of
linear response TDDFT, where for triplet states the TDA was employed additionally. The
SVP94 ,95 and def2-SVP94 ,95 basis sets from the Turbomole22 basis set library were used to
describe the atomic orbitals on all atoms except bromine. For bromine the cc-pVTZ-PP96

basis set was utilized in combination with the defpp-ecp96 pseudopotential to incorporate
scalar relativistic effects. The obtained equilibrium geometries were established as minima
by frequency analysis performed in the first project purely numerically with the SNF97

program while in the second publication analytical second derivatives available through the
Gaussian21 program package were used speeding up the computations tremendously.
Energies and MRCI wave functions were obtained with the DFT/MRCI method applying the
redesigned R2016 Hamiltonian. Orbitals as basis for the DFT/MRCI computations were con-
structed utilizing DFT employing the BH-LYP functional. Absorption spectra were obtained
from the corresponding DFT/MRCI line spectra by broadening through Gaussian functions.
SOCMEs and phosphorescence rate constants were computed by means of the SPOCK pro-
gram package. For the latter the DFT/MRSOCI procedure was utilized to obtain mixed-spin
wave functions and their respective transition dipole moments. The VIBES69 ,71 program
supplied the FC emission spectra and intersystem crossing rate constants including temper-
ature effects by a Boltzmann distributed population of the vibrational modes in the initial
electronic state.
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3.1 Persistent RTP from Triarylboranes

[Paper 1] Persistent Room Temperature Phosphorescence from Triarylboranes:
A Combined Experimental and Theoretical Study18

In this publication, four triaryboranes were investigated of which two show RTP of up to
four seconds in the crystalline state and in highly doped polymethylmethacrylate (PMMA)
films. Since the triarylboranes (Fig. 3.1) do not contain atoms with lone pairs like oxygen
(O) and nitrogen (N), it was unexpected to find RTP in these systems. This lead to interest
in the mechanism as well as the circumstances enabling RTP. The molecular structures of
these triarylboranes (Fig. 3.1) consist of a boron (B) center which is connected to three
aryl substituents differing in the number of methyl substituents. The steric interactions
of the aryl groups enforce a propeller-like structure, where the pitch of the aryl groups
depends strongly on the methyl substitutions. Component 3 is particularly interesting, as
it is C3 symmetric in the ground state causing Jahn–Teller distortions in its excited states
due to doubly degenerate E-symmetric states. Even though the other components are not
C3 symmetric, the degeneracy effects can still be seen.

1 2 3 4

Figure 3.1: Structures and rate constants [s−1] of the investigated triarylboranes. Experimental
radiative fluorescence rate constants measured in hexane solution at RT and phosphorescence rate
constants measured in the crystal at RT are given in red.

The absorption spectra show two broad bands and analysis of the vertical excitations at the
ground state reveals that up to five excited singlet states are populated upon excitation.
The spectra have similar features in the low energy region and exhibit a bathochromic shift
moving from 1 to 4 in hexane at RT. All four triarylboranes emit blue/violet fluorescence,
while greenish-yellow phosphorescence can be observed additionally in the crystalline state at
RT for components 1 and 3. Like the absorption, the fluorescence spectra exhibit the same
features and bathochromic shifts in hexane. A similar situation is seen in the time-gated
phosphorescence spectra measured in a frozen methylcyclohexane glass. The phosphorescence
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bands of the components show a similar fine structure except in component 1 which is
broadened by a low-frequency vibrational mode in the ground state. This low frequency
vibrational motion is prohibited as soon as one methyl group is added to the unsubstituted
aryl ring as present in the molecular structures of 2 to 4.
Since fluorescence and phosphorescence are clearly visible in 1 and 3, fluorescence is expected
to compete with ISC on the same timescale. Phosphorescence has to be faster in these
compounds or the non-radiative deactivation channels are inhibited strongly enough such
that emission becomes visible. To shed some light on the reason why RTP is only visible
in those two compounds, rate constants for the excited state transitions (Fig. 3.1) were
evaluated. The rate constants agree well between experiment and theory and show that in
each component an ISC channel exists that competes with fluorescence at about 107 s−1.
The fastest ISC channel in these compounds is S1 ⇝ T2 with SOCMEs of about 1 cm−1,
while the S1 ⇝ T1 channel is very slow with a vanishing SOCME. Following El-Sayed,93 the
⟨S1|ĤSO|T1⟩ SOCME is small due to the missing difference in electronic character of the S1

and T1 states, while for S1 ⇝ T2 the electronic character changes strongly visible in two
aspects.

� The S1 state is distributed over all three aryl substituents, while the T2 excitation
involves only two of the aryl rings. This difference in excitation character has only
a small effect on the SOCME as it involves mainly π-type orbitals at different atom
centers.

� The SOCME’s strength originates from the σ-type density connecting the boron to the
aryl ring in the T2 state’s difference density.

Therefore, the driving factors in the triarylboranes are (σ,B p) → (π,B p) and (π,B p) →
(σ,B p) transitions generating SOCMEs of 1 cm−1 sufficient for ISC to progress at 107 s−1.
As ISC can efficiently populate the T2 state, phosphorescence from the T1 state proceeds at
about 0.13 s−1 up to 0.20 s−1 in all four components.

The measured and computed rate constants can explain the observed behavior of the four
components, and show that the RTP of 1 and 3 does not originate from faster ISC or
phosphorescence rate constants. Moreover, the longer RTP lifetime of 3 is explained, as it
can convert singlet excitons more efficiently to triplet excitons than component 1. The reason
why 2 and 4 do not show RTP is founded in efficient non-radiative deactivation processes
that quench the phosphorescence emission at RT. In 1 and 3 these processes are slower
and allow phosphorescence to compete. As RTP is only observed in the crystalline state
and in highly doped PMMA films, aggregation effects are expected to play a critical role in
quenching the non-radiative deactivation processes. An analysis of the crystal structure by X-
ray diffraction and the Hirshfeld98 method by our cooperation partners in Würzburg revealed
that the interactions in the crystal are stronger for 1 and 3, while 2 shows the densest packing.
The stronger interactions can be the cause for RTP as they may lead to quenching of the
non-radiative deactivation channels. This study has shown that triarylboranes can pose as
efficient RTP emitters without the need of lone pairs to facilitate fast ISC rate constants. The
molecular environment is critical for the design of RTP emitters as non-radiative deactivation
processes need to be inhibited to allow phosphorescence to compete.

38



3.2 Aggregation-induced dual phosphorescence from o-

BrTAB

[Paper 2] Aggregation-induced dual phosphorescence from (o-bromophenyl)bis-
(2,6-dimethylphenyl)borane at room temperature19

The previous study investigated four triarylboranes with respect to their ISC and emission
mechanisms where two components showed RTP. Component 1 exhibits efficient ISC, which
could be further improved by introducing heavy atoms into the system and utilizing the heavy
atom effect to increase SOC and speed up the ISC process. Therefore, bromine was introduced
into component 1, which will from now on be referred to as triarylborane (TAB), in ortho-
(o-BrTAB), meta- (m-BrTAB) and para-position (p-BrTAB) (Fig. 3.2). Interestingly, the
bromine substitution did not only enhance ISC, moreover o-BrTAB showed DRTP, a rare
process where phosphorescence is observed at RT from two distinct emission channels. DRTP
was observed for this compound only in low temperature experiments and in crystalline state
or embedded in highly doped PMMA films. Mechanistically, DRTP stems from two emissive
triplet states within the same molecule or from more complex intramolecular interactions
as intramolecular CT states and aggregates.19 With this finding the scope broadened from
investigating the bromine substitution effects onto the ISC processes in BrTAB to additionally
understanding the origin of the DRTP in o-BrTAB and why it was not observed in m-BrTAB
and p-BrTAB.

o-BrTAB m-BrTAB p-BrTAB

Figure 3.2: Structures and rate constants [s−1] of the o-BrTAB, m-BrTAB and p-BrTAB
monomers. Experimental radiative fluorescence rate constants measured in hexane solution at
RT and phosphorescence rate constants measured in the crystal at RT are given in red.

The DRTP mechanism, as will be explained later, is believed to stem from a highly envi-
ronment dependent aggregate state TA

1 . Therefore, the superscript M will denote monomer

39



states while the aggregate state will be referred to with superscript A. Absorption spectra of
the compounds in hexane solution at RT show two broad bands at 300 nm and 260−270 nm,
where the band at lower energies is attributed to the SM

1 ← SM
0 and SM

4 ← SM
0 excitations,

while the band at higher energy corresponds to the SM
6 ← SM

0 excitation. The bromine posi-
tion affects the absorption spectra only slightly such that moving from o-BrTAB to p-BrTAB
the intensity of the band at higher energies is increased. As observed in the previous project
the components emit blue fluorescence and, similar to the absorption, fluorescence is alike in
all three compounds with an overlapping λmax at 358 nm showing that bromine has no effect
on the fluorescence behavior.
Green-yellowish RTP is observed in all three compounds where the phosphorescence spectra
in a frozen methylcyclohexane glass at 77 K overlap similar to the fluorescence spectra and
differ only slightly in their features. Interestingly, these spectra reveal residual fluorescence
for m-BrTAB and p-BrTAB indicating, that in these compound’s fluorescence can compete
with the ISC channels. Time gated phosphorescence spectra in the crystalline state are red-
shifted relative to the ones in frozen methylcyclohexane glass at 77 K, but still overlap for
all three compounds. O-BrTAB differs from m-BrTAB and p-BrTAB by a smaller red-shift
and a stronger resolved fine structure. The fine structure reveals four signals at 446, 477,
517 and 562 nm of which only the latter two stay visible after about 3 ms in time gated
measurements. This behavior suggests that two triplet states are involved in the emission
process, where one triplet has a short lifetime of about 0.8 ms and the other one a longer
lifetime of about 234 ms. The computational phosphorescence spectrum of monomeric o-
BrTAB reproduces the fine structure nicely showing that the initial phosphorescence signal
belongs to the TM

1 state. The emission after 3 ms originates from a triplet state that is
lower in energy indicated by a stronger red-shifted spectrum. The phenomenon is only
observed in crystals and highly doped PMMA films suggesting an aggregate state TA

1 to be
responsible for the slower phosphorescence channel. The meta- and para-compounds show
dual phosphorescence only in low temperature experiments (77 K) indicating that with raising
temperature non-radiative deactivation channels quench the emission of the short-lived triplet
state.

SM1 TM
1 TM

2

Figure 3.3: Difference densities of the SM1 , TM
1 and TM

2 states in o-BrTAB relative to the SM0 state
at the SM1 state geometry. Red areas indicate a loss of electron density, while blue areas indicate a
gain.

To understand the mechanistic origin of the DRTP and why m-BrTAB and p-BrTAB are ef-
ficiently quenched at RT the rate constants were evaluated (Fig. 3.2). Fluorescence proceeds
with a rate constant of 107 s−1 in all three compounds and therefore similar to the unsubsti-
tuted components. ISC is expected to be of the same order of magnitude in m-BrTAB and
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p-BrTAB as residual fluorescence is visible in the spectra. In contrast, o-BrTAB does not
show residual fluorescence indicating that at least one ISC channel exists which can convert
singlet excitons into triplet excitons faster than fluorescence can depopulate the SM

1 state.
The fastest ISC channel in o-BrTAB proceeds at 1×1010 s−1, three orders of magnitude faster
than the fluorescence. In m-BrTAB and p-BrTAB the ISC rate constants are 9×108 s−1 and
3 × 108 s−1, respectively, close to the order of magnitude of the fluorescence rate constants
explaining the observed residual fluorescence. Nevertheless, these ISC channels allow for
efficient population of the triplet moiety even faster than in the unsubstituted components.
As the ISC rate constants indicate, SOC is strongest in o-BrTAB followed by m-BrTAB and
p-BrTAB which is the case due to a stronger involvement of bromine in the excited states.
As shown in the previous work and following the El-Sayed rules,93 SOC depends strongly on
the change of orbital character along the transition. In o-BrTAB the SM

1 ⇝ TM
1 transition is

slower than SM
1 ⇝ TM

2 as both states are similar in orbital character which is already seen
for the unsubstituted compound. Still, compared to TAB the heavy atom effect increases the
SOCME tremendously from 1 cm−1 to 25 cm−1. The SM

1 ⇝ TM
2 channel exhibits a SOCME

sum of squares of immense 18639 cm−2 mainly caused by the rotation of the (Br p) orbital
moving between the SM

1 and TM
2 states (Fig. 3.3). In m-BrTAB the fastest ISC channel is

found to be SM
1 ⇝ TM

3 with a SOCME of 122 cm−1 while in p-BrTAB the fastest ISC channel
is SM

1 ⇝ TM
1 with about 1 × 107 s−1. The cause for the decreasing SOCMEs moving from

o-BrTAB to p-BrTAB is the vanishing bromine involvement in the excited states which can
be seen in the difference densities of the publications supplementary information.
The phosphorescence rate constants show that emission from the TM

1 state in o-BrTAB is
fast, while in m-BrTAB and p-BrTAB phosphorescence is a lot slower and of the order of
magnitude as found for TAB. The stronger SOC in o-BrTAB allows efficient intensity borrow-
ing from the bright SM

1 ← SM
0 and SM

4 ← SM
0 transitions through the large ⟨SM

2 |ĤSO|TM
1 ⟩ and

⟨SM
4 |ĤSO|TM

1 ⟩ SOCMEs. In m-BrTAB and p-BrTAB these SOCMEs are small rendering in-
tensity borrowing inefficient and the phosphorescence rate constant slower than in o-BrTAB.
These findings agree well with the experimental observations and show that for DRTP to be
visible in m-BrTAB and p-BrTAB non-radiative deactivation processes quenching the slow
phosphorescence have to be inhibited by low temperatures. The long-lived phosphorescence
component is not observed in the monomer calculations and even the calculation of dimers
did not show an aggregate state that could be responsible for the emission. As the DRTP
phenomenon is only visible in crystals and highly doped PMMA films the TA

1 state is ex-
pected to be delocalized over multiple monomer units. The X-Ray diffraction and Hirshfeld98

experiments of the Würzburg group indicate, that in o-BrTAB multiple molecular contacts
inhibit the non-radiative deactivation processes allowing the short-lived component to be
observed even at RT.
In conclusion, RTP in triarylboranes can be substantially increased by including heavy atoms
like bromine into the molecular structure improving the efficiency of the ISC and phospho-
rescence channels. The position of the bromine substitution has a heavy impact on ISC
and phosphorescence rate constants rendering these processes orders of magnitudes faster in
o-BrTAB than in m-BrTAB and p-BrTAB. The environment plays a crucial role to allow
RTP and DRTP to be visible as non-radiative deactivation processes have to be inhibited to
reduce phosphorescence quenching.
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4 Reduced One-Electron Density Ma-
trices

Reduced one-electron (transition) density matrices which will be named in the following
simply as (transition) density matrices, pose important tools in quantum chemistry. On
one hand, they offer easy and efficient access to expectation values of quantum mechanical
operators while on the other they are used to visualize the character of wave functions and
their respective transitions. Properties of wave functions like (transition) dipole moments,
their corresponding oscillator strengths and SOCMEs can be obtained utilizing (transition)
density matrices following Eq. 2.59. Moreover, methods like the MTD approach utilize
(transition) density matrices to obtain the ECME between two states located on different
fragments.
Another important use for (transition) density matrices is to visualize transitions between
electronic states and characterize them.99

∆FI = ⟨ΨI |D̂|ΨI⟩ − ⟨ΨF |D̂|ΨF ⟩ (4.1)

Difference densities ∆FI plotted on a 3D grid show spaces of positive and negative difference
painting a clear picture about the electronic changes happening when moving from initial
to final state. To visualize electron transfer processes (Sec. 7.2) difference densities can
be converted to attachment and detachment densities showing only spaces where electron
density is added or removed.99 TheoDORE, a toolbox for automated analysis of excited
states developed by F. Plasser100 offers a fragment based analysis procedure to aid in the
character assignment utilizing density matrices as foundation for the analysis.

Due to their advantages, the evaluation of density matrices is widely available in quan-
tum chemical software packages as intermediate properties for various methodologies. Lin-
ear response TDDFT supplies singlet-singlet ⟨1ΨF |Ŝ|1Ψ0⟩ and singlet-triplet ⟨3ΨF |T̂0|1Ψ0⟩
(transition) density matrices between the excited states and the ground state, while density
matrices between excited states are not evaluated. The DFT/MRCI and DFT/MRSOCI
methods supply density matrices for the Ŝ operator (Eq. 2.40) between all employed states
⟨ΨF |Ŝ|ΨI⟩ where the DFT/MRCI program was additionally restricted to matrices between
states of the same multiplicity. Density matrices for operators involving spin-flips (T̂+1, T̂0
and T̂−1) were not available at the beginning of my PhD project. The SPOCK program
package utilizes the spin-flip operators to obtain SOCMEs by direct contraction of the wave
functions in the basis of CSFs with their corresponding SOMF integrals. Density matrices
of the form ⟨3ΨF |T̂γ|1ΨI⟩ are in principle evaluated during the calculation of SOCMEs, but
diagonal matrix elements are ignored during the contraction as they vanish. Additionally,
employing AMEWs as done within Spoiler (Chapter 6) requires the evaluation of density
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matrices with similar forms as mentioned above.

Within this thesis, densities employing the Ŝ, T̂+1, T̂0 and T̂−1 operators are required to obtain
electric (transition) dipole moments, SOCMEs and ECMEs for the evaluation of radiative
as well as non-radiative rate constants. An extension of Spoiler for phosphorescence rate
constants required the evaluation of ⟨1ΨF |Ŝ|1ΨI⟩ and ⟨3ΨF |T̂+1|1ΨI⟩ type density matrices
employing AMEWs to obtain (transition) dipole moments. These transition moments are
in turn employed in combination with the already available SOCMEs to obtain mixed-spin
wave functions and their properties by the SOCQDPT approach (Sec. 2.9.2). DFT/MRCI
singlet-triplet density matrices ⟨3ΨF |T̂+1|1ΨI⟩ build the foundation for the calculation of
TEET couplings in the MTD approach and are required to apply the TheoDORE wave
function analysis to DFT/MRCI triplet states.

To supply the density matrices by post-processing wave functions obtained within the differ-
ent methodologies, the DensityEngine was implemented to centralize the density matrix
evaluation and offer optimizations for DFT/MRCI wave functions and AMEWs. The Densi-
tyEngine is a C++ library created to offer density matrices for arbitrary density operators
with modularity and reusability in mind. Additionally, the library was parallelized utilizing
a shared memory scheme to offer scalability and improve the old serial DFT/MRCI imple-
mentations. The library is used in the Densomat and Spoiler programs to access densities
for DFT/MRCI wave functions and AMEWs respectively, but can easily be incorporated in
future projects.
In the following the computational procedures, implementations and usage of the Densi-
tyEngine as well as the Densomat are discussed while usage of the DensityEngine
within Spoiler is part of chapter 6. Additionally, the extension of TheoDORE with
DFT/MRCI singlet-triplet density matrices is presented.
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4.1 The DensityEngine

The DensityEngine is a C++ framework to compute (transition) density matrices. It
offers access to density matrices employing wave functions containing only singly excited
configurations in relation to a reference configuration as well as truncated wave functions with
arbitrary excitation orders. Density matrices for CIS and AMEWs of TDDFT amplitudes
utilize the former, while the latter is used in combination with DFT/MRCI wave functions.
The wave functions can exhibit arbitrary S andMs quantum numbers and are required to be
expanded in the basis of CSFs. Currently, the four density operators Ŝ, T̂+1, T̂0 and T̂−1 are
implemented, but since the DensityEngine was developed with modern software principle
in mind the density operators work as a plugin to the application and allow for easy extension.
Recently, two new density operators D̂A = â† and D̂C = â were implemented under my
supervision by Simon Metz. These operators are used for the calculation of Dyson orbitals101

which are typically employed to describe ionization processes. The implementation required
only small changes of the code basis underlining the easy to extend framework structure for
future projects. Moreover, the DensityEngine is a library that can be embedded in future
programs eliminating unnecessary data conversions for external routines.

To obtain the density matrix, the density operator D̂ has to be applied to the initial state’s
wave function ΨI followed by integrating the final ΨF and now altered Ψ

′
I wave functions.

⟨ΨF |D̂|ΨI⟩ = ⟨ΨF |Ψ
′

I⟩ (4.2)

Since the density operator represents a single excitation (Eq. 2.40), contributions arise only
from equal configurations (â†i âi) as well as configurations exhibiting a relative single excitation
(â†i âj). Equal configurations contribute to the diagonal elements Dii of the density matrix,
while couplings of relative single excitations are accumulated in the off-diagonal elements
Dij.

(a) (b) (c) (d)

Figure 4.1: Selected coupling cases contributing to density matrices. Annihilators (red) and creators
(green) mark the excitations with respect to the closed shell reference configuration.

Therefore, the evaluation procedure requires to find equal configurations and relative single
excitations between the wave functions and to calculate the spin-coupling coefficients η for

45



the respective CSFs (Eq. 2.43). Figure 4.1 shows typical coupling cases between singly and
doubly excited configurations with respect to the closed shell reference where couplings arise
in the following cases:

� If the annihilators of both compared configurations are equal, density contributions
arise for equal (Fig. 4.1(d)) creators or one creator differences in the creator space
(Fig. 4.1(c)).

� If the annihilators show a one annihilator difference, the creators need to differ by one
creator to contribute (Fig. 4.1(a)).

� If the annihilators show a two annihilator difference, the creators need to be equal to
contribute (Fig. 4.1(b)).

Utilizing the coupling cases the evaluation process can be formulated primitively in pseu-
docode as:

Listing 4.1: Calculation of density matrices.

1 for finalConfiguration in finalWavefunction {

2 for initialConfiguration in initialWavefunction {

3 if (finalConfiguration == initialConfiguration)

4 finalConfiguration.integrateEqualConfigurations(initialConfiguration)

5 else if (finalConfiguration.isSingleExcitation(initialConfiguration))

6 finalConfiguration.integrateSingleExcitation(initialConfiguration)

7 }

8 }

Here all configurations of the final and initial wave functions are compared, and only in the
case of equal configurations and relative single excitations the integration is performed. To
ensure efficient evaluation procedures the actual implementation differs between the wave
functions types utilizing the wave function structure to ease the configuration comparison.

� Truncated wave functions with arbitrary excitation orders:
Truncated wave functions with arbitrary excitation orders require a more complex
approach to reduce the computational effort of the configuration comparison. First,
the configurations are collected in configuration blocks exhibiting the same excitation
order relative to one reference configuration. This reduces the number of configuration
comparisons drastically, since only configuration blocks with neighboring excitation
orders (|exF − exI | <= 1) have to be considered.

Figure 4.2: Structure of truncated wave functions with arbitrary excitation orders.

Additionally, each configuration is separated as done in the DFT/MRCI code into an
annihilator and creator configuration containing only the respective annihilators and
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creators. This subdivision allows clustering of multiple configurations sharing the same
annihilator configuration, but differing in their creator configurations. Moreover, the
configuration comparison can be skipped if the annihilator configurations differ by more
than a single excitation. The annihilator and creator configurations are ordered with
respect to their annihilators and creators enabling the utilization of efficient search
algorithms like Binary Search to find configurations with O(log(n)) complexity instead
in O(n) for linear searches.

� Wave functions with singly excited configurations:
Single excited configurations correspond to exactly one CSF allowing to save the coef-
ficients of the wave function’s linear combinations in a matrix C utilizing the position
Cia as indicator for the configurations annihilator and creator. Since all single excita-
tions are contained within the wave function, the configuration comparison reduces to
simple loops over these coefficients.

Computing density matrices requires additionally to the efficient configuration comparison
the CSF spin-couplings η. The DFT/MRCI and SPOCK programs calculate the spin-
couplings once for a given number of open shells and store them utilizing a pattern approach
introduced by Wetmore and Segal43 for the Ŝ operator and extended by Kleinschmidt et
al.45 for the T̂0 and T̂+1 operators. The DensityEngine utilizes for this purpose the Cs-
fEngine (Sec. 4.2), another C++ library which supplies routines and structures to obtain
and manipulate CSFs. The CsfEngine allows the DensityEngine to implement arbitrary
density operators with minimal effort. Spin-couplings obtained from these CSFs are cached
dynamically within a hash map utilizing a similar pattern approach to generate the hash
map’s keys. The hash map allows looking up the spin-couplings in constant time (O(1))
rendering this approach very efficient.

The top level structure of the DensityEngine (Fig. 4.3) shows the most important entities
supplied to users (applications) of the library.

Figure 4.3: The DensityEngine.
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To evaluate density matrices, the user has to instantiate one of the wave function structures
and add the coefficient weighted configurations to the structure. The GeneralWaveFunc-
tion, which represents the truncated wave function branch, inserts the added configurations
into the more complex block structures. The DensityRequest structure allows requesting
a batch of density matrices and setting the density operator for the evaluation process. The
wave function structures offer integration routines, which require a density request to be
supplied and yield a DensityResponse containing the requested density matrices.

4.2 The CsfEngine

The CsfEngine is a C++ library which offers routines and data structures to construct
and manipulate CSFs. CSFs are required in this thesis to evaluate the spin-couplings η
for DFT/MRCI wave functions and AMEWs. To follow modular design principles, the
CSF construction and manipulation was separated from the DensityEngine to utilize the
routines and structures in multiple applications. CSFs can be constructed in the CsfEngine
following the genealogical approach and by combination of already known CSFs from two
subsystems. The latter can be used to obtain CSFs for wave functions represented in a
product ansatz (Ψ = ψAψB) by creating the proper linear combinations of the subsystem
A’s and B’s Slater determinants. While the genealogical construction of CSFs is already
implemented in the ETAGEN program providing η-Fields for the DFT/MRCI and SPOCK
program packages, the DensityEngine required manipulable CSF structures instead of the
implicitly handled CSFs within ETAGEN to support the spin-couplings for arbitrary density
operators.

A helpful tool when dealing with CSFs is the Branching Diagram:

Figure 4.4: The Branching Diagram.

The Branching Diagram shows the number of constructible CSFs corresponding to a given
spin quantum number S and number of open shells. Moreover, the Branching Diagram
offers aid in the construction of CSFs supplying so-called path functions. Path functions
define routes through the Branching Diagram that can be utilized to add electrons with their
respective spin to the CSF to obtain the final CSF at the end of the path. The number of
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CSFs for a given spin quantum number S and number of open shells corresponds directly to
the number of possible path functions.

Figure 4.5: Path function in the Branching Diagram.

The genealogical approach to CSF construction utilizes the path functions in a recursive
scheme to obtain the appropriate linear combinations of Slater determinants, while the CSF
construction from CSFs of subsystems in principle combines all path functions in each pos-
sible permutations to yield a similar result. In the following both approaches are presented
following R. Pauncz.46

4.2.1 Genealogical CSF Construction

The genealogical approach constructs CSFs utilizing the path functions to add electrons in
sequence following the path recursively. Corresponding to raising and falling path segments,
two equations exist for the addition and subtraction of electron spins respectively:

Addition

ψ(N,S,MS; k) =

[
(S +M)

1
2ψ

(
N − 1, S − 1

2
,MS −

1

2
; k′

)
α(N)

+ (S −M)
1
2ψ

(
N − 1, S − 1

2
,MS +

1

2
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)
β(N)

]
× (2S)−

1
2

(4.3)

Subtraction

ψ(N,S,MS; k) =

[
−(S −M + 1)

1
2ψ
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N − 1, S +

1

2
,MS −

1

2
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)
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(
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2
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1

2
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)
β(N)

]
× (2S + 2)−

1
2

(4.4)

Here ψ(N,S,M ; k) is the CSF with number of electronsN , spin quantum number S, magnetic
spin quantum numberMS and path function k. To construct a CSF for a singlet configuration
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with two open shells one path function (up − down) starting from the lower left of the
Branching Diagram exists. To apply the recursive equations the path function is inverted
(down−up) starting at S = 0, N = 2. For the first descending path segment the subtraction
equation (Eq. 4.4) has to be applied:

ψ(2, 0, 0; k) =

[
−ψ

(
1,

1

2
,−1

2
; k′

)
α(2) + ψ

(
1,

1

2
,
1

2
; k′

)
β(2)

]
× 1√

2
(4.5)

To solve the given expression knowledge of the doublet CSFs ψ(1, 1
2
,−1

2
; k′) and ψ(1, 1

2
, 1
2
; k′)

is required which can be obtained by applying the addition equation to the remaining path
k′ = up:

ψ

(
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1

2
,
1

2
; k′

)
= ψ
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0, 0, 0; k′′

)
α(1) = α(1)

ψ

(
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1

2
,−1

2
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)
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(4.6)

Since closed shells do not contribute to the CSFs, ψ(0, 0, 0; k′′) vanishes leaving the CSFs for
two doublets with M = 1

2
and M = −1

2
. Filling in the results into the expression obtained

for Eq. 4.5 yields the singlet CSF for two open shells:

ψ(2, 0, 0; k) =

[
−β(1)α(2) + α(1)β(2)

]
× 1√

2

=
1√
2

(
α(1)β(2)− β(1)α(2)

) (4.7)

4.2.2 CSF Construction from Subsystems

Another way to construct a CSFs with a given number of open shells and quantum numbers
S and MS is by using CSFs of subsystems A and B with a lesser number of open shells
obeying the following relations:

SA + SB ≤ S ≤ |SA − SB| N = NA +NB

MS =MA
S +MB

S

(4.8)

The CSF can then be obtained as linear combination of the subsystem CSFs following

ψ(N,S,MS;S
A, SB, kA, kB) =
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S
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B
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(4.9)

where ⟨SA, SB,MA
s ,M

B
s |S,MS⟩ are the Clebsch–Gordan coefficients. The CSF for a singlet

configuration with two open shells as given above can then be obtained utilizing the doublet
CSFs ψ(1, 1
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The two approaches to CSF construction are implemented in the CsfEngine of which the
top level entities are show in Fig. 4.6. The CSFEngine interface exposes both approaches
to the user (application) passing collections of CSF structures, which allow for further ma-
nipulations like insertion and removal of electrons taking care of the necessary sign flips in
the linear combinations Slater determinants. The CSFFactory coordinates the construction
of CSFs by obtaining path functions for the genealogical construction (Branch) and sub-
system approach (CombinedBranch). The generation functions for both approaches are
integrated into the path function structures. A hash map is used to cache generated CSFs
such that frequent requests for the same CSFs reduce to a simple constant time hash map
look up (O(1)).

Figure 4.6: The CsfEngine.

4.3 The Densomat : DFT/MRCI Density Matrices

Figure 4.7: Densomat Logo.

The Densomat is a C++ program that was cre-
ated to supply (transition) density matrices utilizing
the DensityEngine for DFT/MRCI wave functions.
Herein, the DFT/MRCI program evaluates singlet-
singlet and triplet-triplet density matrices, but does
not supply singlet-triplet densities required for the
evaluation of triplet-triplet ECMEs within the MTD
approach as well as the analysis of triplet states using
TheoDORE. Moreover, the density matrix evalua-
tion in the DFT/MRCI program is not parallelized,
while the DensityEngine offers shared memory par-
allelized routines employing OpenMP102 yielding a
better CPU utilization if more than one CPU is used for the DFT/MRCI run. The steps
performed by the Densomat are in more detail:

� Preprocessing of the DFT/MRCI wave functions:
The multireference wave functions are converted to a single reference wave function
and appended to the DensityEngine wave function structure. The construction of
the wave functions is performed utilizing Abelian point group symmetry such that
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the symmetry employed in the DFT/MRCI calculation can be reused to reduce the
computational effort.

� Evaluating of density matrices:
TheDensityEngine is utilized to obtain the density matrices ⟨ΨF |D̂|ΨF ⟩ and ⟨ΨR|D̂|ΨI⟩
while the latter are obtained only between the reference state ΨR and all initial states.
The density operator, reference state as well as the employed wave functions are spec-
ified in the input file.

� Creation of density matrix files:
The obtained density matrices are written to files, where the user can specify the format
(DFTMRCI, DENSOMAT ). The DFTMRCI format is utilized by applications of the
DFT/MRCI program package but is not usable for singlet-triplet density matrices which
require the new DENSOMAT format.

The BoysOV diabatization implemented in the EET program, requires the density matrices
separated into occupied-occupied and virtual-virtual orbital blocks where the separation can
be performed with the Densomat. Additional to the evaluation of density matrices, the
Densomat can be utilized to obtain Dyson orbitals implemented into the DensityEngine
by Simon Metz and supervised as well as connected to the Densomat by me.

The Densomat is used by supplying the required parameters in an input file.

1 densomat [input] > [output]

The desired input file can be generated utilizing one of the following commands:

1 densomat -g DFTMRCI

2 densomat --generateInput DFTMRCI

The Densomat was mainly used for the evaluation of triplet-triplet couplings by the MTD
approach and has otherwise been utilized so far in some publications103–105 to supply singlet-
triplet densities for the analysis of excited triplet states with TheoDORE.
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4.4 TheoDORE Extension – Analysis of Triplet States

TheoDORE100 is a tool to analyze excited-state calculations. It provides a fast and easy
way to extract and visualize the important information about the excited state’s character
and composition. Popular analyses that can be performed are fragment-based approaches
to evaluate the excited state’s character, estimations of exciton sizes to measure CT and
natural transition orbitals to investigate excited states with multiconfiguration character.
TheoDORE is interfaced to multiple quantum chemical packages and utilizes (transition)
density matrices obtained in the packages’ format.

In 2020, TheoDORE was interfaced by the maintainer Felix Plasser to the DFT/MRCI code
using singlet-singlet and singlet-triplet (transition) density matrices to analyze the excited
singlet and triplet states. Instead of the DFT/MRCI’s singlet-triplet transition densities, that
were in a development state at that time, triplet-triplet densities were employed resulting in
wrong results for the analyses of triplet states. Therefore, TheoDORE was changed by me
to process the newly developed singlet-triplet transition density matrices available through
the Densomat.
The adapted implementation was used together with the new density matrices to perform
analyses for triplet states.103–105

Figure 4.8: Example of a typical excited state fragment analysis performed with TheoDORE used
in the analysis of 2CzPN (Sec. 5.5).
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5 Vibronic Coupling

The consideration of vibronic coupling effects is very important to properly describe systems
and their behavior. Investigating a molecular system computationally requires deciding on a
suited tool set that supplies the needed accuracy while keeping the cost of the calculations at
bay. One way to conduct such an investigation, is to optimize the equilibrium geometries of
the system and obtain its properties at those chosen geometries. This ’static’ computation
protocol allows employing more sophisticated quantum chemical methods, as the number of
calculations is small and more effort and time can be spent on each one. A ’dynamic’ ap-
proach uses methods like molecular dynamics simulations which imitate the movement of the
molecule while the system’s properties are evaluated utilizing less expensive methodologies at
the cost of accuracy. From an experimental point of view, the ’dynamic’ approach represents
the experiment better if the simulation meets the experiment’s time range since movements
and structural changes of the system are taken into account while the measurement is con-
ducted. If the accuracy is crucial to describe the system properly, ’static’ calculations are
the tool of choice and a way has to be found to incorporate at least some dynamic effects
into the calculations. Employing the HT approximation68 (Sec. 2.10) allows to include some
dynamic effects with respect to the vibrations ν by a Taylor expansion of the property along
the dimensionless normal coordinates Qk of the equilibrium geometry or reference geometry
Q0. ∑

b

⟨ΨFνb|Ô|ΨIνa⟩ = ⟨ΨF |Ô|ΨI⟩
∣∣∣∣
Q0

∑
b

⟨νb|νa⟩

+
N∑
k

δ⟨ΨF |Ô|ΨI⟩
δQk

∣∣∣∣
Q0

∑
b

⟨νb|Qk|νa⟩

+ . . .

(5.1)

The matrix element ⟨ΨF |Ô|ΨI⟩ is obtained from a single point calculation at the reference

geometry, while the gradients δ⟨ΨF |Ô|ΨI⟩
δQk

have to be evaluated analytically or numerically.

5.1 Numerical Gradients

Analytical gradients are highly accurate and come at low cost, but require solving very dif-
ficult mathematical problems to obtain analytic expressions if they exist at all. Numerical
gradients in contrast are easily available but require one or two additional single point cal-
culations per mode increasing the overall computational cost. It is important to note here
that deriving these gradients numerically poses a problem as the computed matrix elements
at different geometries are allowed to have an arbitrary phase. Typically, this means no
harm because the matrix elements are employed in their quadratic form but for the gradient
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evaluation the phases have to be corrected. The used correction procedures in this work are
explained in section 5.2.

The simplest way to evaluate the numerical gradients is to use two-point finite-difference
techniques like the forward difference requiring one computation at the reference and one
point at a displaced geometry.

δ⟨ΨF |Ô|ΨI⟩|Q0

δQk

=
⟨ΨF |Ô|ΨI⟩|Q0±se⃗ − ⟨ΨF |Ô|ΨI⟩|Q0

s
(5.2)

The numerical error of the gradient can be reduced by averaging over a forward and backward
difference namely constructing the central difference.

2 · δ⟨ΨF |Ô|ΨI⟩|Q0

δQk

=
⟨ΨF |Ô|ΨI⟩|Q0+se⃗ − ⟨ΨF |Ô|ΨI⟩|Q0

s

− ⟨ΨF |Ô|ΨI⟩|Q0−se⃗ − ⟨ΨF |Ô|ΨI⟩|Q0

s

δ⟨ΨF |Ô|ΨI⟩|Q0

δQk

=
⟨ΨF |Ô|ΨI⟩|Q0+se⃗ − ⟨ΨF |Ô|ΨI⟩|Q0−se⃗

2s

(5.3)

Evaluating numerical gradients for (complex) transition dipole moments and SOCMEs as well
as employing these properties to calculate rate constants for vibronic fluorescence, phospho-
rescence and ISC is a major part of this thesis. Therefore, multiple technical developments
that finally eclipsed in the creation of the Gradienator, a sophisticated tool to derive nu-
merical gradients and perform scans along molecular distortions, have been achieved. In the
following these developments are presented showing their use cases and foundations including
the crucial phase corrections.

5.2 Phase Corrections

Correcting the phases of the matrix elements is a crucial part in the computation of numerical
gradients. In this work the following three phase corrections were used:

� A phase correction utilizing reference matrix elements to infer the phase of the matrix
element of interest. This method was already used by Tatchen et al.72

� A general phase correction for pure-spin wave functions utilizing the overlap matrix to
correct the molecular orbital phases in combination with realigning the wave functions.

� A general phase correction for mixed-spin wave functions employing the general phase
correction for pure-spin wave functions and realigning additionally the mixed-spin wave
function in the complex space.

5.2.1 Phase Correction Utilizing Reference Matrix Elements

Following Tatchen et al.,72 the phases of the matrix elements can be corrected by choosing
a reference state ΨR which exhibits two large reference matrix elements ⟨ΨR|Ô|ΨI⟩ and
⟨ΨF |Ô|ΨR⟩ with the states of interest ΨF and ΨI . Figure 5.1 illustrates the procedure.
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(a) Unknown phases (b) Reference matrix elements (c) Corrected phases

Figure 5.1: Procedure used to correct the matrix element phases utilizing large reference matrix
elements.

The idea is to infer whether a nonphysical sign change occurred by comparing the reference
matrix elements at the reference geometry and the distorted one. For small matrix elements
the correct phase is unknown as the change of the matrix element can be large enough to
physically induce a sign change (Figure 5.1 (a)). In contrast, for large matrix elements one
can assume that moving between both geometries, no physical sign change should occur
as the displacement and the change of the matrix element is typically small. Therefore, a
nonphysical sign change of a large matrix element is easily detected and corrected (Figure
5.1 (b)). If only one sign change occurs in the reference matrix elements (Figure 5.1 (c)) the
matrix element of interest has to change its sign:

� Phase change in ⟨ΨR|Ô|ΨI⟩:
If a phase change occurs in this reference matrix element either ΨR swapped its sign
or ΨI . A sign change in ΨR causes the reference matrix element ⟨ΨR|Ô|ΨF ⟩ to change
its sign, as long as the sign of ΨF did not change. If only ⟨ΨR|Ô|ΨI⟩ changed its sign,
one sign change in either ΨI or ΨF has occurred and therefore the phase of ⟨ΨF |Ô|ΨI⟩
has to be swapped.

� Phase change in ⟨ΨF |Ô|ΨR⟩:
If the phase is changed in this reference matrix element either ΨR or ΨF changed its
sign. Again, if a sign change happened in ΨR the matrix element ⟨ΨR|Ô|ΨI⟩ needs to
flip its sign otherwise the sign change stems from ΨI . Therefore, if only ⟨ΨF |Ô|ΨR⟩
changed its sign, the phase of ⟨ΨF |Ô|ΨI⟩ has to be swapped.

� Phase hange in ⟨ΨR|Ô|ΨI⟩ and ⟨ΨF |Ô|ΨR⟩:
If a sign change occurred in both reference matrix elements ΨR swapped its sign or
both states of interest ΨI and ΨF did undergo a sign change. In either case the sign
change cancels out and ⟨ΨF |Ô|ΨI⟩ has the correct phase.

57



Table 5.1: Possible phase relations and their impact on the phase of the matrix element.

Phase at Reference Geometry Phase at Displaced Geometry Phase Change

⟨ΨR|Ô|ΨI⟩ ⟨ΨF |Ô|ΨR⟩ ⟨ΨR|Ô|ΨI⟩ ⟨ΨF |Ô|ΨR⟩ ⟨ΨF |Ô|ΨI⟩
+ + + + no
+ + + - yes
+ + - + yes
+ + - - no
+ - + + yes
+ - + - no
+ - - + no
+ - - - yes
- + + + yes
- + + - no
- + - + no
- + - - yes
- - + + no
- - + - yes
- - - + yes
- - - - no

Using reference matrix elements to correct the phases is an easy solution as it can be applied
after all computations are done, as long as large reference matrix elements exist. In molecular
systems with particular small matrix elements it is very difficult to find suitable reference
matrix elements. Often larger numbers of excited states have to be computed increasing
the computational cost of each single point calculation. In case of pyrazine,53 the phases
of transition dipole matrix elements between the ground state (Ag) and the lowest excited
singlet and triplet state (B3u) needed to be corrected. Due to symmetry selection rules there
exists no reference state ΨR that has large matrix elements with gerade and ungerade states
at the same time rendering the correction method useless under these circumstances. To still
enable the correction of matrix elements in these kinds of situations a more sophisticated
phase correction was developed, which corrects the phase relation at the root of the problem
in the molecular orbitals and wave functions.

5.2.2 Phase Correction of Pure-Spin Wave Functions

The matrix element of an (effective) one-electron operator, such as the electric transition
dipole operator µ̂el or the spin–orbit coupling operator ĤSO can be computed by the means
of density matrix theory:

⟨ΨF |Ô|ΨI⟩ = tr

(
DF←I · O

)
(5.4)

HereDF←I is the transition density matrix between the states ΨF and ΨI , which is contracted
with the operator’s integrals. The phase of the integrals depends on the phase of the molecular
orbitals, while the phase of the density matrix is dependent on the phases of ΨF and ΨI in
addition to the molecular orbital phases. Therefore, relating the molecular orbital phases
at the distorted geometry to the molecular orbitals at the reference geometry fixes phase
changes rooted in the integrals O. Computing the density matrix DF←R with phase corrected
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molecular orbitals removes phase switches induced by the molecular orbitals and leaves only
phase changes in the linear combination of the wave functions ΨF and ΨI . If in addition to
the largest coefficient of the wave functions linear combinations are aligned to the ones at the
reference geometry, all roots of phase instabilities are removed. Therefore, a general phase
correction for the matrix elements splits into two parts:

� Phase correction of the molecular orbitals:
The orbital phases can be corrected by superimposing the reference and distorted molec-
ular geometries and calculating the overlap matrix.

S =


S1,1 S1,2 . . . S1,n

S2,1 S2,2 . . . S2,n
...

...
. . .

...
Sn,1 Sn,2 . . . Sn,n

 δij
=


1 0 . . . 0
0 1 . . . 0
...

...
. . .

...
0 0 . . . 1

 (5.5)

The overlap matrix describes the deviations of the molecular orbitals from an orthonor-
mal basis. Computational methods typically require the molecular orbitals as an or-
thonormal basis, in which case the overlap matrix simplifies to a unit matrix. The
overlap matrix is therefore a good quantity to measure the closeness of the molecular
orbitals at different geometries. If the molecular orbitals i and j are similar, the overlap
matrix will contain a value of Sij ≈ 1, while for unrelated orbitals a value of Sij ≈ 0
will be obtained. In case of similar orbitals with a sign change at one geometry the
overlap is Sij ≈ −1.
Creating an overlay of the reference and the distorted geometry as well as their respec-
tive molecular orbitals creates a new set of localized molecular orbitals. The molecular
orbital coefficients of the reference geometry are herein CR and the ones of the distorted
geometry CD.

Csuperposition =



CR
1,1 CR

1,2 . . . 0 0 0
CR

2,1 CR
2,2 . . . 0 0 0

...
...

. . . 0 0 0
0 0 0 CD

1,1 CD
1,2 . . .

0 0 0 CD
2,1 CD

1,2 . . .

0 0 0
...

...
. . .


(5.6)

The overlap matrix for such a constructed orbital basis is easily calculable within stan-
dard quantum chemistry packages and has the following structure:

Ssuperposition =

(
SR SRD

SDR SD

)
(5.7)

The SR and SD blocks are the overlap matrices of the reference and distorted geometries,
which both are unit matrices because of the orthonormality of each set of molecular
orbitals. The blocks SRD and SDR are used to correct the phase relations and will also
show if orbital rotations happened moving from the reference to the distorted geometry
or vice versa. Only one of the blocks is needed since they are related by a transposition
(ST

RD = SDR). Utilizing the overlap matrix to correct the molecular orbital phases is a
suitable approach as long as the compared geometries are not too far from each other
and therefore the step length for the evaluation of the gradients has to be rather small.
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� Phase correction of the wave functions:
After the excited states are obtained utilizing the corrected molecular orbitals, the
largest coefficient of the wave function’s linear combination at the reference geometry
is compared to the corresponding coefficient at the distorted geometry. If the phases
differ the sign of the linear combination at the distorted geometry is inverted.

5.2.3 Phase Corrections for Mixed-Spin Wave Functions

Correcting matrix element phases of mixed-spin wave functions is slightly more complex than
correcting the phases of pure-spin wave functions. The phase of mixed-spin wave functions
depends on the phases of the molecular orbitals as well as the phases of the pure-spin wave
functions it is a mixture of. Therefore, the correction is based on the phase corrections for
pure-spin wave functions and molecular orbitals as discussed above.

Matrix element phases of mixed-spin wave functions are complex valued and therefore, not
only a sign change can occur between the reference and distorted geometries but also rotations
in the complex space expressed as an imaginary phase factor are possible. This imaginary
phase factor becomes visible when expressing a complex matrix element a+ ib using Euler’s
formula.

(a+ib) = |(a+ib)| ·(cosϕ+i sinϕ) = reiϕ where ϕ =



if a > 0 : arctan( b
a
)

if b > 0 : π
2
− arctan(a

b
)

if b < 0 : −π
2
− arctan(a

b
)

if a < 0 : arctan( b
a
)± π

if a, b = 0 : undefined

(5.8)

The imaginary phase factor eiϕ has to be aligned between the mixed-spin wave functions at the
reference and distorted geometry. One way to achieve this is to choose the imaginary phase
factor of the largest wave function coefficient at the reference geometry and the corresponding
coefficient at the distorted geometry as ei0 such that the coefficient is a positive real number.
This will fix the wave function’s phase and rotate the matrix elements (Fig 5.2 (a)) such
that numerical gradients are obtainable. With mixed-spin wave functions root swapping
does happen more often due to degeneracies and the wave functions at the reference and
the distorted geometry have to be matched up to perform the phase corrections. For this
purpose, one can compute the scalar product between both wave functions. If the wave
functions match, the scalar product is ⟨ΨR|ΨD⟩ ≈ 1 because the geometric difference between
the reference and the distortion is small.

In some applications the complex matrix elements have to be transformed to real valued ones.
One of these applications are computations of spectra or rate constants utilizing the VIBES
program, which due to technical limitations does only accept real valued matrix elements
and gradients.

To obtain real valued matrix elements while maintaining the phase relation between the
reference and distorted geometries, all matrix elements have to be moved in unison. To
perform the transformation, the reference matrix element is rotated by e−iϕ, which will turn
it into a positive real valued number. The matrix element at the distorted geometry is rotated
equally (Fig. 5.2 (b)). This rotation will most likely not convert the distorted geometry into
a purely real valued number, but it maintains the phase relation and will maximize the real
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valued component of the complex number. Conversion to a purely real value can then be
achieved by projection (Fig. 5.2 (c)).

(a) Align wave functions (b) Rotate matrix elements (c) Project onto real space

Figure 5.2: Procedure used to transform complex valued matrix elements into real valued elements,
while correcting their arbitrary phases.
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5.3 Implementations

5.3.1 Extension of the SNF Program for SPOILER

The project on vibronic coupling started with the 2017 version of Spoiler53 which of-
fers inexpensive SOCMEs from linear response TDDFT close to the accuracy achieved at
DFT/MRCI and SPOCK level of theory. As the computation of SOCME gradients is te-
dious, Spoiler should be used to supply the SOCMEs instead of the SPOCK program
lowering the computational cost tremendously. At that time TDDFT frequency analyses
were performed numerically utilizing the SNF97 program in our department, which in prin-
ciple generates Cartesian displacements, computes the gradient of the energy analytically
to construct a numerical Hessian. Diagonalization of the Hessian decouples the Cartesian
displacements and transforms them into a set of independent movements known as normal
coordinates and their respective frequencies.

Hq = T †M− 1
2HcM− 1

2T (5.9)

Here Hc is the Cartesian Hessian that is mass-weighted by M− 1
2 , a diagonal matrix contain-

ing the atomic masses M
− 1

2
ij =

δij√
mi
. The transformation Matrix T diagonalizes Hc into the

Hessian in the basis of normal coordinates Hq, which contains the frequencies on its diagonal.
The matrix T contains the normal coordinates and defines the transition between the Carte-
sian and normal mode basis. As the SNF already generated the Cartesian distortions and
performed a TDDFT calculation for the spin state to be analyzed, it was extended to run an-
other TDDFT calculation to supply Spoiler with singlet and triplet states at each distorted
geometry. To compute the numerical gradients from the SOCMEs, the SOMEGRAD pro-
gram was developed to collect the SOCMEs, fix their phases, apply the center difference and
transform the Cartesian SOCME gradients into the basis of dimensionless normal coordinates
Q.

δ⟨ΨF |ĤSO|ΨI⟩
δQk

=
∑
i

ℏ√
miℏωk

Tik ·
δ⟨ΨF |ĤSO|ΨI⟩

δx
(5.10)

The phase correction implemented in SOMEGRAD follows the reference matrix approach
in Sec. 5.2. The SNF extension has the advantage that computations are reused where
possible to lower the computational cost while still an additional TDDFT calculation has to
be performed. If a molecular system is investigated where equilibrium structures are difficult
to optimize multiple SNF runs have to be conducted and the advantage is turned into a
disadvantage. To offer the evaluation of SOCME gradients after the frequency analysis was
performed a set of Python scripts was developed.

5.3.2 Python Scripts for Vibronic Coupling

Starting from Pearl scripts that were already used by Tatchen et. al,72 a set of Python scripts
was developed offering the computation of numerical gradients utilizing displacements along
dimensionless normal coordinates. The scripts contain routines to obtain the gradients from
TDDFT and Spoiler or DFT/MRCI and SPOCK calculations. The displacements along
dimensionless normal coordinates are generated by DISTORT, a program used for various
geometry manipulations. The scripts take care of setting up and conducting the calculations
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for each geometry, while SOMEGRAD is used to compute the gradients. SOMEGRAD
omits in combination with the scripts the transformation of SOCMEs into dimensionless nor-
mal coordinates. This approach was used to supply the SOCME gradients in the publications
regarding fluoroflavins106 and pyrazine,107 while in the latter the approach was extended for
gradients of electric transition dipole moments to describe vibronic fluorescence and phos-
phorescence in addition to ISC. The scripts got more and more important as the Gaussian21

program package offered analytical Hessians rendering usage of the SNF program a less fa-
vorable approach. As the DISTORT program did not offer support for normal coordinates
in the format of Gaussian, the scripts needed to be improved. Mario Bracker developed his
DELTA program to compute NACMEs utilizing scripts that were based on the ones pre-
sented here which required for the sake of usability a system that unifies the evaluation of
the numerical gradients.

5.3.3 The GRADIENATOR

Figure 5.3: Gradienator Logo.

The Gradienator was built to offer efficient and
easy to use gradient computations for SOCMEs,
NACMEs and electric transition dipole moments as
well as conducting scans along coordinate displace-
ment vectors. It was developed, improved and used
extensively to investigate 2CzPN,103 Heptazines108

and TpAT-tFFO.104 ,105 At its core, it is a system
allowing to set up molecular geometries along a dis-
placement vector and conducting a set of computa-
tions at these geometries as well as their automatic
evaluation and presentation. To create the molecular geometries one of the following modes
can be chosen:

� Normal mode scan: A reference geometry and its frequency analysis are supplied to
distort the molecule along its vibrational normal modes.

� Cartesian scan: A reference geometry is supplied, and all 3N Cartesian displacements
are generated similar to the SNF approach.

� Interpolation: An initial and final geometry are supplied, which are used to create a
linear interpolated path between both geometries.

� User defined: A folder containing geometry files is supplied.

For all modes the user can decide between the Gaussian, Turbomole, Mopac and XYZ geom-
etry formats as well as formats of Gaussian and Mopac normal coordinates. The Normal
mode scan and Cartesian scan modes require additionally the number of steps and the
length of each step for the generation of the displaced geometries. To perform computations
at each generated geometry, the following calculations can be added to the configuration:

� Gaussian PCM: A Gaussian calculation utilizing the polarizable continuum model
(PCM)109 to simulate solvent effects. The obtained solvent model is converted into
point charges, that can be employed in consecutive direct self-consistent field (DSCF)
calculations to model solvent effects.

63



� Gaussian DSCF / Turbomole DSCF: A DSCF calculation utilizing the Gaussian
or Turbomole program package to supplying the ground state energy, its properties as
well as converged molecular orbitals. This calculation type can depend on a Gaussian
PCM calculation.

� Gaussian TDDFT / Turbomole TDDFT: A TDDFT calculation utilizing the
Gaussian or Turbomole program package to compute the excited states yielding en-
ergies, amplitudes and properties.

� Gaussian TDDFT-OPT / Turbomole TDDFT-OPT: A TDDFT calculation used
to perform a TDDFT geometry optimization at each geometry with Gaussian or Tur-
bomole yielding a relaxed scan.

� Spoiler: A Spoiler calculation yielding electric transition dipole moments of pure-spin
and mixed-spin wave functions and SOCMEs from a previous Gaussian or Turbomole
TDDFT calculation which can be used to compute gradients.

� DFT/MRCI: A DFT/MRCI calculation yielding wave functions, their correspond-
ing energies and properties. Prior to the DFT/MRCI calculation a Turbomole DSCF
calculations has to be performed. With this calculation type electric transition dipole
moment gradients of DFT/MRCI wave functions are accessible.

� SPOCK: A SPOCK calculation which can be used to obtain electric transition dipole
moments of mixed-spin wave functions and SOCMEs from a previous DFT/MRCI
calculation.

� DELTA: A DELTA calculation to obtain NACMEs from a previous DFT/MRCI
calculation utilizing the new developed program by Mario Bracker.

The necessary phase corrections (Sec. 5.2) are included by default. The Gradienator is
designed such that calculations can depend on preceeding calculations which is illustrated in
Figure 5.4.

Figure 5.4: Example dependency tree of three Gradienator computations.

If a calculation is run, the Gradienator checks recursively that its predecessors or its
dependencies were run properly. This dependency tree allows for an incremental computation
scheme, without the need to recompute data that is already present. Additionally, the
memory impact can be reduced, as only new unique computation data has to be saved. The
initial Python scripts started the computations for all generated geometries right away, which
when run can submit a very large amount of jobs to the computer cluster blocking other users
from starting computations on their own. The Gradienator introduced a batch protocol
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such that only a specified number of jobs is run at the same time. As soon as one job finishes
the next job is started. The Gradienator offers evaluators for its calculations allowing to
create input for the use in follow-up calculations. Additionally, the implementation allows
for easy and fast extension to new calculations, formats, and scan modes.

The Gradienator is used with the command

1 gradienator <command> [folder]

where the ⟨command⟩ parameter can be one of the following:

� new
The new command is used to set up a new gradient calculation and requires coordinates
and a frequency analysis to be successful.

� add [folder]
The add command is used to add a new calculation to the gradient calculation. De-
pendencies have to be added in advance and can be selected in the calculation specific
menu.

� batch [folder]
The batch command is used to run the calculations. When batching, one can select
normal modes to batch and configure the parameters for the cluster. Additionally, a
limit can be set of how many computations should be processed at the same time.

� evaluate [folder]
The evaluate command is used to collect the results of the calculations and present them
in a compressed format creating files for viewing or input files for follow-up calculations.

� validate [folder]
The validate command is used to check if the gradient calculation is missing any files
that might have been deleted by the user manually.

� update [folder]
The update command is used to update the scripts inside the gradient calculation. This
makes it easy to upgrade old calculation configurations to the newest standard.
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5.4 Vibronic and Spin–Orbit Coupling Effects in Pyrazine

[Paper 3] Vibronic and spin–orbit coupling effects in the absorption spectra of
pyrazine: A quantum chemical approach107

Pyrazine (1,4-diabenzene) is a well known system exhibiting strong vibronic coupling con-
tributions in its S1 ← S0 absorption spectrum, while the T1 ← S0 absorption spectrum
shows close to no indication of vibronic activity. Experimental studies on pyrazine reported
contradicting results regarding the interpretations of the absorption spectra as well as the lo-
cation of the T2 state and its influences on the spectra. Theoretical studies on pyrazine were
mainly limited to the singlet moiety,110 ,111 while the T1 state was investigated utilizing an
approximate treatment of SOC by means of fitting parameters112 ,113 or without accounting
for spin–forbidden transitions at all.114

To resolve the contradictions and shed some light on the T2 origin, extensive DFT/MRCI
and SPOCK calculations were conducted including vibronic SOC effects on top of geometric
structures obtained at DFT and TDDFT level of theory. The S1 (1

1B3u) and T1 (1
3B3u) states

are nHOMO → π∗LUMO excitations which yield C2h and D2h-symmetric structures respectively
if optimized. When the S1 state is optimized under D2h symmetry constraints in TDDFT, a
shallow double minimum is obtained with a 3bg mode exhibiting an imaginary frequency while
DFT/MRCI calculations show a true minimum instead. To acquire a good estimate of the
force constant of this mode the fitting procedure developed together with Mario Bracker in
a previous project on fluoroflavins106 was employed. Herein, a scan of the TDDFT potential
surface along the 3bg mode was performed to utilize the outer branches of the potential and fit
the mode’s harmonic frequency yielding 1025 cm−1 close to the value for the same vibration
in the T1 state at 1075 cm−1.

Figure 5.5: Structure and molecular orbitals at (a) the D2h-symmetric ground state minimum, (b)
the Jahn–Teller distorted T2 state minimum.

The T2 state which exhibits ππ∗ character has been subject to heavy debate in the litera-
ture115–117 as it was unclear whether its location is above or below the S1 state’s minimum.
A sudden increase in bandwidth was observed by Hochstrasser and Marzzacco116 in the
T1 ← S0 absorption spectrum of pyrazine crystals at low temperature, which was interpreted
as a perturbation caused by a close-by ππ∗ state about 1600 cm−1 (≈ 0.2 eV) above the T1

origin. The state observed by Hochstrasser and Marzzacco was the T2 state according to
our calculations, which is located adiabatically 0.2 eV below the S1 and 0.24 eV above the
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T1 states minimum in the DFT/MRCI calculations. The geometry of the T2 state is heavily
Jahn–Teller distorted caused by a strong mixing of B1u and B2u symmetry leading to an
intersection between the T2 and S0 potentials far away from the FC region.
The S1 ← S0 absorption spectrum (Fig. 5.6) is dominated by the 1B3u ← 1Ag absorption
rooted in a moderately strong electric transition dipole moment. The ν10a (1b1g) mode
allows the 11B3u state to borrow intensity from the bright 11B2u ← 11Ag and 21B2u ← 11Ag

transitions, where both states are higher lying ππ∗ states. Additionally, the ν4a (1b2g) and
ν5a (2b2g) modes borrow intensity, but less strongly than ν10a, from B1u ← 11Ag transitions.

Figure 5.6: FC and HT S1 ← S0 absorption spectrum.

Figure 5.7: FC and HT T1 ← S0 absorption spectrum.
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The T1 ← S0 absorption spectrum does not show large vibronic contributions, as the FC
and HT spectra look in principle the same. From the S1 ← S0 absorption spectrum it was
expected that ν10a (1b1g) vibration mediates vibronic coupling as well, but SOC between

⟨13B3u|ĤSO|11B2u⟩ and ⟨13B3u|ĤSO|21B2u⟩ is small. Thus, the vibronic intensity gain is not
allowed into the spin–forbidden transition. Instead of vibronic coupling effects, the T1 (1

3B3u)
state draws its intensity from the bright 11B1u ← 11Ag and 12B1u ← 11Ag transitions by direct
SOC.
The calculation of vibronic absorption spectra in this project required the implementation of
a new phase correction. The phase correction utilizing reference matrix elements proposed
by Tatchen et al. (Sec. 5.2.1) could not be applied because no large suitable reference matrix
elements exist between B3u and Ag due to symmetry selection rules. To circumvent this
problem the phase corrections were performed in a more fundamental approach correcting
the phases in the molecular orbitals and the respective wave functions (Sec. 5.2.2).
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5.5 Intersystem Crossing in the 2CzPN Emitter

[Paper 4] Intersystem crossing processes in the 2CzPN emitter: a DFT/MRCI
study including vibrational spin–orbit interactions103

2CzPN is a molecule of the CDCB family, which is a group of components that is heavily
studied for the use as TADF emitters in OLEDs yielding high efficiencies and operational
stability. CDCB compounds are composed of carbazole (Cz) units acting as donors and
dicyanobenzene (DCB) units acting as acceptors and known for emission from strong inter-
molecular charge-transfer (ICT) states.
In this study we aimed at understanding the driving force for (R)ISC in 2CzPN by means
of extensive DFT/MRCI calculations. The investigation of CT states poses a difficult task
especially for methods like TDDFT which is usually used for geometry optimization in our
department and known to perform poorly for CT states involving double excitations and
Rydberg states. To find good geometries that can be employed as basis for more sophisticated
DFT/MRCI calculations multiple density functionals and methods like RI-CC2 and ADC2
were evaluated, where the calculated absorption spectrum at DFT/MRCI level is compared
against experimental spectra to find the best fitting geometries. The best agreement was
found for TDDFT in combination with PBE0 and the def-SV(P) basis set and employed for
further investigations.
Optimization of the ground state yields two minima S0 and S

′
0 differing in the orientation of

the Cz ligands where the opening angle connecting the Cz units to the phthalonitrile (PN)
is widened in the S

′
0 geometric structure.

Figure 5.8: TheoDORE analysis of the vertical excitations at the S0 geometry (left) and the adiabatic
S1 and T1 geometries (right).

The TheoDORE analysis of the vertically excited states shows that the low-lying singlet
states are mainly composed of Cz to PN CT excitations, while the corresponding triplet
states contain more PN to PN local excitation (LE) character. Vertically, the T1 (2.79 eV)
and T2 (3.13 eV) states are found below the S1 (3.19 eV) state resulting in singlet-triplet
gaps of 0.40 eV and 0.06 eV respectively. The S1 state has lesser LE character than the S2

(3.36 eV) state, which is reversed for the corresponding triplet, where T1 exhibits larger LE
character than T2.
Optimization of the S1, S2, T1 and T2 states leads to structures that mainly differ in the rel-
ative orientation of the Cz groups. In comparison to the ground state geometries, the excited
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states show a more parallel Cz group orientation. During the optimizations two enantiomeric
structures were found. Linear interpolated paths of these excited states show that no substan-
tial barrier exist between the enantiomers and interconversion is easily achieved by alteration
of the Cz torsion angles. The more parallel orientation of the Cz groups reduces the amount
of Cz to Cz character and increases the Cz to PN CT character in the adiabatic picture.
Energetically, the S1 state relaxes by 0.28 eV while the T1 stabilization is reduced resulting
in a smaller singlet-triplet gap of 0.13 eV comparable to experimental estimated S1−T1 gaps
which range from 0.09118 to 0.31 eV.119 In contrast to the vertical picture, the T2 state is
located 0.10 eV above the adiabatic S1 state forcing ISC from S1 ⇝ T2 to require thermal
activation.
SOC is small for these ππ∗ CT states and is attributed to small amounts of LE character.
In the FC picture the ⟨S1|ĤSO|T1⟩ and ⟨S1|ĤSO|T2⟩ SOCMEs are rather small (about 0.2
cm−1). Moving from the ground state to the excited states the amount of LE character is
reduced due to a more parallel orientation of the Cz groups, which suggests that vibrational
movements along the torsion angle of the Cz groups can cause substantial SOC and drive
the ISC process. The SOCME gradients required for the HT treatment of vibronic ISC are
small for S1 ⇝ T1 and T1 ⇝ S1 with values in the second decimal place. For S1 ⇝ T2, a
few larger gradients are obtained ranging from 0.2 cm−1 to 0.4 cm−1. Utilizing the SOCME
gradients, ISC rate constants of 7.6 × 106 s−1 for S1 ⇝ T1 ISC, 2.7 × 104 s−1 for T1 ⇝ S1

RISC and 9.3 × 104 for S1 ⇝ T2 ISC are calculated indicating a speed-up through vibronic
coupling by a factor of 2.

Figure 5.9: Schematic of ISC (black) and RISC (blue) processes in 2CzPN.

The T2 ⇝ S1 RISC process is not expected to contribute to TADF as it requires population
of the T2 state by ISC or IC from higher triplet states. Experimentally, rate constants of
the order of 2 − 3 × 107 s−1 for S1 ⇝ T1 ISC and 5 − 6 × 106 s−1 for T1 ⇝ S1 RISC
are estimated. The computed ISC rate constant is smaller than the experimental findings,
while the RISC rate constant depends strongly on the singlet-triplet gap which varies in the
experiments between 0.09 eV up to 0.31 eV and lowers the rate constant by about 4 orders
of magnitude. While vibronic contributions slightly enhance RISC in 2CzPN, the T1 ⇝ S1

transition remains the main (R)ISC channel.
Within this publication, Angela Rodriguez Serrano conducted most of the calculations while
development of the Gradienator and evaluation of the derivatives for vibronic (R)ISC as
well as development of the singlet-triplet reduced one-electron transition densities for the
triplet wave function analysis utilizing TheoDORE was my responsibility.
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5.6 Intersystem Crossing in Heptazine Derivatives

[Paper 5] Large Inverted Singlet–Triplet Energy Gaps Are Not Always Favor-
able for Triplet Harvesting: Vibronic Coupling Drives the (Reverse) Intersystem
Crossing in Heptazine Derivatives108

TADF emitter pose efficient systems for applications in OLEDs, as they can access triplet
excitons by thermal activation. Favorable for the TADF process are systems that exhibit a
small singlet-triplet gap and therefore require only weak thermal activation to harvest triplet
excitons. Besides the small gap, strong SOC is required to allow the spin–forbidden RISC
process to happen efficiently. Recent studies120 ,121 on heptazine (Hz) and its derivates found
a negative singlet-triplet gap, that inverts the typical singlet-triplet ordering. The inverted
singlet-triplet (IST) gap removes the need for thermal energy as RISC is a ’downhill’ process
in these systems and therefore promises efficient harvesting of triplet excitons. However,
these studies did not estimate rate constants showing that IST is actually favorable for the
RISC process and that Hz or its derivatives are indeed well suited for OLED applications.

The typical positive singlet-triplet gap depends on the exchange interaction, which decreases
with smaller overlap of the involved molecular orbitals. Therefore, disjunct molecular orbitals
cause a smaller singlet-triplet gap, but SOC as well as transition dipole moments depend on
the spatial overlap of the molecular orbitals. Since a small singlet-triplet gap and large SOC
contradict each other in this kind of systems, one has to establish a good balance between
both within the molecular design of TADF emitters. Besides its IST gap, Hz shows emissive
properties that are unexpected at a first glance as the inherent D3h symmetry enforces strong
constraints that forbid emission and (R)ISC in first order proposing that vibronic coupling is
the driving force for fluorescence and ISC. A strong dependence on vibronic coupling effects
lessens the importance of the IST gap as these processes would be too slow to compete with
deactivation channels without sufficient vibronic coupling.

To understand the excited state kinetics in Hz and its derivative HAP-3MF both systems
were investigated with extensive quantum chemical calculations moving past the FC approx-
imation to incorporate vibronic coupling effects by means of HT coupling. Hz and HAP-3MF
are both highly symmetric systems exhibiting D3h and C3h symmetry in the ground and first
excited singlet and triplet states. TDDFT optimization of the excited states yields first-order
transition states which are actually minimum structures within the DFT/MRCI method as
already found in previously discussed projects. The vibrational mode exhibiting the imagi-
nary frequency displaces the central nitrogen atom out of plane reducing the symmetry to
C3v and C3 respectively. Similar to previous projects, the TDDFT imaginary frequencies
were fitted utilizing the outer branches of the TDDFT scan’s potential well to yield a good
approximation for the minima’s harmonic potentials. The first excited singlet and triplet
states are π → π∗ excitations moving electron density from nitrogen atoms located at the
molecule’s edges to the neighbouring carbon atoms and central nitrogen atom. For HAP-3MF
additionally charge is transferred from the Hz core to the surrounding phenyl rings.

As reported by Sobolewski, Domcke and co-workers,122 an IST gap is found for the vertical
excitation energies at the ground state geometry of Hz (S1: 2.59 eV, T1: 2.60 eV). Within
the DFT/MRCI calculations this gap (−0.01 eV) is almost vanishing in contrast to results at
ADC2 level (−0.24 eV). Adiabatically, the gap is also present at DFT/MRCI level (−0.02 eV),
but vanishes as soon as zero-point vibrational energy corrections are considered. In HAP-
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3MF, the IST gap is present at the ground state geometry, but vanishes for the adiabatic S1

and T1 states. Whether heptazines are IST or TADF emitters is less important as the gap
is very small and the effect of the IST gap is put into perspective by vibronic effects.
Vibronic effects are the driving force in Hz and HAP-3MF for the absorption, fluorescence
and ISC processes. In Hz, S1 and T1 are A

′
2 states rendering absorption (A

′
2 ← A

′
1) into and

emission (A
′
2 → A

′
1) from the S1 state symmetry forbidden as the product of the irreducible

representation yields A
′
2⊗A

′
1 = A

′
2 and no component of the electric transition dipole operator

transforms according to the same irreducible representation. ISC between S1 and T1 is
symmetry forbidden for a similar reason as the direct product of the spatial symmetries
yields A

′
2 ⊗ A

′
2 = A

′
1 and no component of the angular momentum operator transforms

accordingly.

Table 5.2: Character Table D3h.

D3h E 2C3(z) 3C
′
2 σh(xy) 2S3 3σv

A
′
1 1 1 1 1 1 1

A
′
2 1 1 -1 1 1 -1 Rz

E
′

2 -1 0 2 -1 0 x, y
A

′′
1 1 1 1 -1 -1 -1

A
′′
2 1 1 -1 -1 -1 1 z

E
′′

2 -1 0 -2 1 0 Rx, Ry

In HAP-3MF both states exhibit A
′
symmetry rendering absorption into or emission from the

S1 state forbidden by symmetry too. ISC in contrast is in principle allowed for the operator’s
z component.

Table 5.3: Character Table C3h.

C3h E C3(z) C2
3 σh S3 S5

3

A
′

1 1 1 1 1 1 Rz

E
′ 1 ϵ ϵ∗ 1 ϵ ϵ∗ x+ iy

1 ϵ∗ ϵ 1 ϵ∗ ϵ x− iy
A

′′
1 1 1 -1 -1 -1 z

E
′′ 1 ϵ ϵ∗ 1 ϵ ϵ∗ Rx + iRy

1 ϵ∗ ϵ 1 ϵ∗ ϵ Rx − iRy

Vibronic rate constants were obtained utilizing the Gradienator and the phase corrections
discussed in Sec. 5.2 in combination with the VIBES program. Fluorescence proceeds in
Hz at a rate of 3× 105 s−1 about two orders of magnitude slower that ISC with 1× 107 s−1

and RISC with 3× 106 if the DFT/MRCI’s singlet-triplet gap is employed. Utilizing the IST
gap from ADC2 (−0.24 eV) the ISC and RISC rate constants are reduced to 3 × 102 s−1

and 5 × 105 s−1 respectively showing, that a large IST gap is not necessarily favorable for
the interconversion of singlet and triplet states. IC between S1 → S0 is expected to quench
the fluorescence in Hz, as it proceeds at 3 × 108 s−1. HAP-3MF shows a fluorescence rate
constant of 9×105 s−1 in good agreement with experimental measurements estimating a rate
constant of 1 × 106 s−1. Interestingly, Li et al.123 assigned in their experimental analysis of
the excited states an nπ∗ character to the S1 state due to its low oscillator strength, while
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the first nπ∗ state is the S3 state found at 3.92 eV in our calculations. ISC and RISC are
slower than in Hz yielding rate constants of 7× 106 s−1 and 3× 105 s−1, respectively. The IC
process in HAP-3MF is a lot more favorable than in Hz as it proceeds at the same speed as
fluorescence forming a competing process. Cause for the reduction of the IC rate constant
are the toluene substituents which inhibit vibrations leading to rotations in the Hz core and
slow down the non-radiative deactivation processes.
Besides a concrete kinetic picture of the excited state processes the origin of the vibronic
effects (Fig. 5.10) are very interesting in Hz and HAP-3MF.

Figure 5.10: Schematic of the fluorescence and (R)ISC processes in Hz.

For the S1 state to be emissive, bright ππ∗ states have to be mixed into the wave function
to allow intensity borrowing. This is achieved by in-plane vibrations of E

′
modes blending

bright E
′
symmetric states into the S1 wave function. A similar process is necessary for ISC,

which is symmetry forbidden in Hz and in principle allowed but of vanishing size in HAP-
3MF. Following El-Sayed’s rule, ISC between the S1 and T1 states which are both ππ∗ states
can be increased greatly by introducing nπ∗ character into the wave function. Vibrational
modes of E

′′
symmetry mix higher lying E

′′
states of nπ∗ character into the wave functions

driving the ISC and RISC processes.
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6 Spin–Orbit Coupling from Linear Re-
sponse TDDFT (SPOILER)

The ability to investigate spin–forbidden processes is crucial to understand the system’s
excited state transitions and find relaxation pathways to explain the emissive behavior af-
ter photoexcitation. Ab initio methods like MRCI, multi-configuration self-consistent field
(MCSCF) and MRMP2 are well established methods for SOC calculations. Due to their com-
putational cost these methods are confined to studies of small systems. The semi-empirical
DFT/MRCI method achieved to push the computational boundary from small to medium-
sized systems by clever combination of DFT and MRCI yielding comparable results to the
mentioned ab initio methods. The investigation of spin-forbidden processes in large systems
however, is limited to low-cost methods like CIS imposing large drawbacks on the accuracy
of the results.
To fill the need for inexpensive SOC calculations, Wang and Ziegler49 developed an approx-
imate relativistic linear response TDDFT formalism utilizing the ZORA Hamiltonian124 for
transition metal compounds. Linear response TDDFT is a single reference method, that al-
lows very cost-efficient calculations of excited states rendering it the tool of choice for many
computational scientists. SOC is inaccessible within the linear response TDDFT method-
ology and more costly quadratic response TDDFT calculations have to be carried out to
describe phosphorescence. Interstate couplings, however, are missing for the description of
ISC processes. The computation of SOC is straight forward in wave function based methods
which makes the conversion from the linear response picture into a wave function picture
desirable. Wang and Ziegler adapted AMEWs which were typically utilized to ease the com-
putation of NACMEs47 ,48 to facilitate the transition incorporating scalar relativistic effects
to evaluate SOCMEs. Other groups devised and applied similar schemes.50–52 ,125–129

In 2016, the Spoiler program was developed as the product of my master’s thesis and
offers inexpensive SOCMEs computed from linear response TDDFT to fill the need for SOC
calculations applicable to large systems.53 Spoiler utilizes the SOMF integrals to compute
SOCMEs and was interfaced to Turbomole. At the same time PySOC was developed by
Gao et al.130 following a similar route utilizing an effective charge approximation within the
effective one-electron operator instead.130 In 2019 de Souza et al. followed the approach
of Spoiler and PySOC allowing in addition to evaluate phosphorescence rate constants
and utilization of different operators including the RI-SOMF operator which handles the
two-electron integrals within the resolution-of-the-identity (RI) approximation.131

Within the scope of this thesis, Spoiler received a major overhaul to improve the 2016/2017
computation scheme and implement extensions for obtaining phosphorescence rate constants
by the means of SOCQDPT. The discussion of Spoiler is split into the following parts:

� The 2016/2017 state of Spoiler is reviewed and the improvements of the 2021 ver-
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sion as well as the extension to evaluate electric transition dipole moments and finally
emissive rate constants by the means of AMEWs are presented.

� The 2017 Benchmark53 will be presented and key findings regarding the application
and choice of amplitudes will be reviewed.

� A new Benchmark will be presented, which compares Spoiler to PySOC.130 Addi-
tionally, examples utilizing the extensions of Spoiler to evaluate ISC and vibronic
ISC are discussed.

6.1 Implementation

Spoiler was developed in 201653 to obtain SOCMEs and ISC rate constants from linear
response TDDFT amplitudes. The central equation to obtain SOCMEs utilizing the SOMF
approach and wave function methodology is:

⟨ΨF|ĤSO|ΨI⟩ = tr

(
DF←IHmf

SO

)
(6.1)

AMEWs are employed to translate between the TDDFT and wave function picture such that
the density matrix DF←I can be calculated and the contraction with the SOMF integrals
Hmf

SO can be performed. The 2016 Spoiler version was developed as a FORTRAN program
interfaced to the Turbomole program package to utilize the amplitudes of time-dependent
Hartree–Fock (TDHF), TDDFT, CIS and TDDFT/TDA calculations.

Figure 6.1: Spoiler version of 2016.

Herein, the SOMF program a part of the SPOCK program package that implements the
SOMF operator is utilized to supply the spin–orbit integrals. SOCMEs obtained with this
approach can be employed in consecutive VIBES calculations yielding ISC rate constants.

The computational scheme contracted the density contributions of the AMEWs directly with
their respective spin–orbit integrals. To perform this direct contraction between two AMEWs
one has to compare each configuration of the final wave function to the initial wave function
and determine the coupling. Contributions arise between all configurations where a relative
single excitation connects both configurations (Fig. 6.2(a-c)). Equal configurations (Fig.
6.2(d)) contribute to diagonal elements of the density matrix, but the contraction of these
matrix elements with the spin–orbit integrals is zero and therefore diagonal elements can be
ignored for the evaluation of SOCMEs.
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(a) (b) (c) (d)

Figure 6.2: Coupling cases contributing to reduced one-electron density matrices.

Relative single excitations occur between the ground state configuration and all singly excited
configurations (Fig. 6.2(a)) as well as between singly excited configurations exhibiting the
same annihilators (Fig. 6.2(b)) or the same creators (Fig. 6.2(c)) instead.

The evaluation procedure can be written in pseudocode the following way:

1 for csfA in finalAMEW:

2 for csfB in initialAMEW:

3 if areCreatorsEqual(csfA, csfB):

4 a1, a2 = getAnihilators(csfA, csfB)

5 SOCME += Hso(a1, a2) * spinCoupling

6 * csfA.amplitude * csfB.amplitude

7 else areAnihilatorsEqual(csfA, csfB):

8 c1, c2 = getCreators(csfA, csfB)

9 SOCME += Hso(c1, c2) * spinCoupling

10 * csfA.amplitude * csfB.amplitude

Instead of utilizing the annihilators and creators directly, all amplitudes are saved ordered
according to their respective creator and annihilator pair in a one-dimensional array reducing
the areCreatorsEqual and areAnihilatorsEqual routines to a simple matter of iteration over
the arrays of the final and initial AMEWs. The spin couplings (Sec. 4.2) for the different
coupling cases were evaluated in advance and used in the appropriate situations.

The 2017 publication showed very good agreement between Spoiler and SPOCK SOCMEs,
such that the idea arose to utilize Spoiler to supply SOCMEs and their gradients with re-
spect to the normal modes of vibration for the calculation of vibronic ISC rate constants.
Through this approach the computational cost for vibronic ISC rate constant could be lowered
tremendously. This kind of calculation involves typically one DFT/MRCI and a consecutive
SPOCK calculation at two distorted points along each 3N − 6 (3N − 5 if linear) normal
coordinate, where N is the number of atoms in the system. Since a TDDFT and Spoiler
calculation costs just a fraction of a DFT/MRCI and SPOCK calculation for large systems,
huge time savings can be obtained as long as TDDFT AMEWs pose as a proper approx-
imation to the DFT/MRCI wave functions. The implementation and procedure to obtain
numerical SOCME gradients is discussed further in the section on vibronic coupling (Sec. 5),

77



while the benchmarks and performance will be discussed here (Sec. 6.4).

Besides the calculation of vibronic ISC rate constants, Spoiler was extended to obtain static
and vibronic emission rate constants. Electric transition dipole moments are only accessi-
ble between the ground and excited states in linear response TDDFT, allowing the direct
computation of fluorescence rate constants in pure TDDFT methodology. For consistent
results within the AMEW approximation however, transition dipole moments between the
ground and excited states have to be evaluated employing AMEWs. Phosphorescence rate
constants can be obtained utilizing the SOCQDPT approach (Sec. 2.9.2), which requires
next to the SOCMEs the singlet-singlet and triplet-triplet (transition) dipole moments be-
tween the ground and excited states as well as between the excited states themselves. As
TDDFT does not supply these transition dipole moments, Spoiler was extended to supply
these quantities.

(a) (b)

(c) (d)

Figure 6.3: The Spoiler version of 2021.

For this purpose, Spoiler (Fig. 6.3(b)) was redesigned in C++ to calculate singlet-singlet,
singlet-triplet and triplet-triplet reduced one-electron transition density matrices utilizing
the efficient parallel implementation of the DensityEngine. The SOMF program (Fig.
6.3(a)) is still used to supply SOMF integrals for the evaluation of SOCMEs, which in the
new implementation are obtained by computing the trace of the density matrix product with
the spin–orbit integrals. The singlet-singlet and triplet-triplet transition densities are used
in a consecutive PROPER (Fig. 6.3(c)) calculation to obtain the corresponding transition
dipole moments. PROPER is a part of the DFT/MRCI program package, that evaluates
singlet-singlet and triplet-triplet transition dipole moments among multiple wave function
properties requiring next to the molecular geometry, the basis set and molecular orbitals
only the transition density matrices. SOCQDPT, a part of SPOCK, utilizes the singlet-
singlet and triplet-triplet (transition) dipole moments as well as the spin-free energies and
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the SOCMEs to obtain mixed-spin AMEWs and their respective transition dipole moments.
The phosphorescence rate constant can then finally be obtained from the transition dipole
moments of the mixed-spin AMEWs by Eq. 2.91.

The redesign of Spoiler follows modern software principles treating the quantum chemical
program packages as plugins, such that a new interface can be added without the need to
adapt parts of the core functionalities. To make Spoiler accessible for a broader audience of
users an interface to Gaussian was created such that TDHF, TDDFT, CIS, and TDDFT/TDA
calculations from Turbomole and Gaussian can be processed.

The main entities of the Spoiler implementation (Fig. 6.4) are the QMPackage interface,
its respective implementation for Turbomole and Gaussian as well as the Calculation
class.

Figure 6.4: Important entities of the Spoiler implementation.

The QMPackage interface offers standardized access to the calculation data obtained with
different quantum chemical program packages to the Calculation class. The actual imple-
mentation of the QMPackage, may it be Turbomole or Gaussian is injected at runtime
by dependency injection such that the Calculation class is decoupled from code specific to
the quantum chemical programs. This procedure is known as dependency inversion, where
Turbomole or Gaussian are dependent on the code in the QMPackage as they derive
from it and have to implement the data access routines, while the calculation also depends
on the QMPackage. New quantum chemical program packages can be easily interfaced to
Spoiler by utilizing this plugin structure by generating the quantum chemical specific code
in a class deriving from the QMPackage class and injection at runtime.

The Calculation class obtains the TDDFT data via the QMPackage interface and or-
chestrates the density matrix calculation utilizing the DensityEngine as well as supplying
required files to PROPER, SOMF and SOCQDPT and calling these external systems. The
Calculation class is the super class of the LLCalculation, LRCalculation, RLCalcula-
tion, RRCalculation and MixedCalculation classes and supplies methods that are equal
for all different calculation types. The subclasses of the Calculation class implement only
the specific behavior to employ the requested amplitude combinations.
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6.2 Usage

The usage of Spoiler is straight forward. After the TDDFT computation with Turbomole
or Gaussian was conducted Spoiler can be started using:

1 spoiler [input] > [output]

Spoiler will start by converting the Turbomole or Gaussian geometry and molecular or-
bital information to the TWFN Format (mos.bin) needed for SOMF. SOMF supplies the
spin–orbit integrals (SQUARE-igls) and Spoiler computes the required density matrices
by calling into the DensityEngine writing them to files (singlet.cidens, triplet.cidens) for
PROPER or contracting them directly with the spin–orbit integrals to SOCMEs (SOMEs).
PROPER is invoked to generated transition dipole moments (singlet.prp, triplet.prp), which
are in turn read by SOCQDPT in combination with the SOCMEs (SOMEs) to obtain phos-
phorescence rate constants.
Since the number of configuration parameters in Spoiler exceeds the limit of comfortably
manageable parameters in a command line interface, the configuration is read from file. The
default input file for a given quantum chemistry program package can be generated by:

1 spoiler -g QMPackage

2 spoiler --generateInput QMPackage

The input file defines parameters such as the choice of amplitudes and file names for the
designated quantum chemistry package. Besides the quantum chemistry specific files the
SOMF program requires an input file, by default called somf.input, to be supplied. The
amplitude combination is given by the CALCULATION TYPE parameter (LL, LR, RL,
RR, MIXED) and the normalization can be turned on or off by setting NORMALIZE
appropriately. The SOC PHASER parameter is used to correct the phases of the mixed-
spin wave functions in the SOCQDPT invocation, a feature needed to compute numerical
gradients in chapter 5. In the following some specific input parameters for Turbomole and
Gaussian are presented.

Turbomole

The default input for Turbomole can be generated using:

1 spoiler -g Turbomole

2 spoiler --generateInput Turbomole

For a successful Spoiler run the coord, control, basis and mos files and the output files of
the singlet and triplet TDHF, TDDFT, CIS or TDDFT/TDA calculations obtained with the
ESCF program of the Turbomole package have to be specified. TDDFT calculations are
often carried out utilizing full TDDFT for singlets and TDDFT/TDA for triplets to obtain
more accurate excitation energies.36 ,132 ,133

80



The energies and amplitudes can be chosen in Spoiler by setting the following parameters.

1 TURBOMOLE_SINGLET_ESCF_FILE

2 TURBOMOLE_TRIPLET_ESCF_FILE

3 TURBOMOLE_SINGLET_ENERGY_FILE

4 TURBOMOLE_TRIPLET_ENERGY_FILE

Gaussian

The default input for Gaussian can be generated using:

3 spoiler -g Gaussian

4 spoiler --generateInput Gaussian

For a Spoiler computation with Gaussian the *.log, *.rwf and *.chk files of a Gaussian
TDHF, TDDFT, CIS or TDDFT computation for singlet and triplet are required. The
Gaussian formchk and rwfdump commands have to be included in the user’s shell path
and are utilized to convert the *.chk file and the amplitudes on the binary *.rwf files into a
readable format.
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6.3 2017 Benchmark

The 2017 version of Spoiler was benchmarked against DFT/MRCI calculations of a subset
of polyatomic molecules (Fig. 6.5) from the previous work of Jovanović et al..134 Jovanović
et al. determined multi-reference wave functions utilizing the DFT/MRCI and MRMP2
methods, their respective energies and SOCMEs and found good agreement with experimental
gas phase data and CASSCF/CASPT2 calculations. The subset for the Spoiler benchmark
was formed by excluding methionine as it was not possible to find the corresponding states
between TDDFT, TDDFT/TDA and the multi-reference calculations. In total 241 SOCMEs
from 121 electronic excitations were selected for the benchmark incorporating n→ π∗, π →
π∗, π → σ∗, σ → π∗ and a few Rydberg states. The computational protocol was kept as close
as possible to the calculations by Jovanović et al., employing the same basis sets i.e. the
TZVP135 basis set on all atoms except for sulfur where the TZVPP95 basis set was utilized.
In some cases the basis sets were augmented with diffuse functions to improve the description
of low-lying Rydberg states. For the TDDFT and TDDFT/TDA calculations the B3-LYP
and PBE0 density functionals were used, which are known to yield good excitation energies
for singlet and triplet states of organic compounds respectively.136–138

o-benzyne Formaldehyde Thioformaldehyde Furan

Thiophene Quinoxaline Quinazoline Pyranthione

Dithiin Bithiophene Nitromethane Nitrobenzene

Dithiosuccinimide Isoalloxazine

Figure 6.5: 2017 Benchmark Set.

In the benchmark, vertical excitation energies as well as SOCMEs were compared between
TDDFT, TDDFT/TDA and the DFT/MRCI method. Overall a good agreement was found
between the excitation energies of the three methods visible in correlation coefficients about
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0.96 and root-mean-square deviation (RMSD) values of 0.24− 0.27 eV. Looking closer at the
excitation energies, TDDFT seems to perform better in the higher energy spectrum, while the
energies of low-lying triplet states are systematically underestimated. Employing the TDA
improves the description of the low-lying states at the cost of stronger deviations in the high
energy range. To obtain usable singlet-triplet gaps between low-lying states the use of TDA
for the triplet moiety is crucial. Additionally, TDDFT employing B3-LYP and PBE0 has
problems to describe Rydberg states and states with doubly excited configurations, where the
former exhibit very diffuse electron distributions and the latter configurations not included
in the TDDFT methodology. For SOCMEs obtained at the TDDFT level all amplitude
combinations (Eq. 2.46) of the left and right eigenvectors were employed. For SOCMEs,
the correlation graphs yield correlation coefficients above 0.96 and RMSDs between 6.1− 7.5
cm−1 showing, that the choice of amplitudes has only a minor effect. Nevertheless, utilizing
ARL

MN -AMEWs yields the lowest RMSDs for this set of molecules. The SOCMEs were found
to be rather insensitive to the encountered energetic problems, except when doubly excited
configurations are encountered, which can contribute indirectly through the SOMF operator
by coupling to singly excited configurations. TDDFT as a method incorporating purely singly
excited configurations is not able to account for these contributions. Therefore, the Spoiler
approach should be applied only for low-lying states without substantial double excitation
character.
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6.4 2022 Benchmark

The promising results of the 2017 benchmark led to new use cases of the Spoiler approach.
Next to ISC as a spin–forbidden process, the phosphorescence process plays an important
role when investigating the kinetics of a molecule’s excited states. Phosphorescence rate
constants in the regime of DFT methodology are typically evaluated by quadratic response
TDDFT, at a much higher cost as a linear response TDDFT calculation imposes. Within
wave function methods, the same rate constant can be obtained easily from methods like
SOCQDPT requiring the knowledge of singlet-singlet and triplet-triplet (transition) dipole
couplings as well as SOCMEs. The latter were supplied by Spoiler already and an extension
was required to evaluate singlet-singlet and triplet-triplet transition dipole couplings within
the AMEW framework. Next to obtaining a more complete picture of the spin–forbidden
processes, Spoiler was utilized in combination with the Gradienator to obtain vibronic
rate constants. The inclusion of vibrational effects on rate constants requires the calculation
of costly numerical gradients if inexpensive analytical gradients are absent. Numerical gradi-
ents require the evaluation of at least 3N − 6 (3N − 5 if the molecule is linear) calculations,
where N is the number of atoms, which skyrockets the computational costs and suggests to
use Spoiler as a particular inexpensive method to drastically reduce them.

6.4.1 Extended SOCME Benchmark

In 2017, Gao et al. published PySOC,130 a Python implementation that utilizes linear
response TDDFT amplitudes of Gaussian or DFTB+139 calculations employing a semi-
empirical one-electron spin–orbit operator with effective nuclear charges. The PySOC per-
formance benchmark (Fig. 6.6) showed substantial SOCME deviations from the reference
data and the question arose, where these deviations originate from and whether Spoiler
showed similar results employing the SOMF operator. To answer the question the PySOC
benchmark set was re-computed with Spoiler and investigated similarly to the 2017 bench-
mark augmenting the reference data with new DFT/MRCI and SPOCK calculations. Ad-
ditionally, a set of molecules (Fig. 6.8) was benchmarked against experimental ISC rate
constants in comparison to DFT/MRCI and SPOCK to test the implementation extension
for (vibronic) spin–forbidden transitions. The application of Spoiler to phosphorescence,
however, is still subject to research.

The PySOC benchmark set contains similar organic systems as the molecules used for the
2017 Spoiler benchmark where formaldehyde as a typical quantum chemical guinea pig is
contained in both sets. Computationally, an equivalent protocol to Gao et al.130 was employed
for the Spoiler calculations utilizing the geometric structures from their supplementary in-
formation in combination with the B3-LYP density functional and the TZVP atomic basis set
to perform Turbomole22 TDDFT calculations. The DFT/MRCI and SPOCK calculations
are conducted employing Kohn–Sham BH-LYP orbitals as one-particle basis for the R201659

DFT/MRCI operator.
Overall, the benchmark shows good agreement between Spoiler and SOCMEs obtained at
DFT/MRCI and SPOCK level of theory visible in correlation coefficients of about 0.96 (Fig.
6.7). As found in the 2017 benchmark, the choice of AMEWs has only a minor effect on the
performance varying the RMSD (Tab. 6.1) between 9.2 − 9.9 cm−1. From the publication
of Gao et al., the chosen linear response TDDFT amplitudes for AMEW construction were
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unclear, but the Spoiler calculations show almost perfect agreement if ALL
MN -AMEWs are

employed suggesting that Gao et al. made a similar choice.

Formaldehyde Acetone 2-thiothymine thymine

4-thiothyimine 2,4-thiothymine 7H-furo[3,2-g][1]benzopyran-7-one
(psoraleneOO)

7H-thiopyrano[3,2-f ][1]benzofuran-7-one
(psoraleneOS)

2H-thieno[3,2-g][1]benzopyran-2-one
(psoraleneSO)

5,5-difluoro-7-(1H-pyrrol-2-yl)-5H-5l4,6l4-
pyrrolo[1’,2’:3,4][1,3,2]diazaborinino[6,1-
a]isoindole (BODIPY)

Figure 6.6: PySOC Benchmark Set.

Table 6.1: SOCME Statistics employing different TDDFT-AMEWs on the PySOC benchmark set.

Method RMSD [cm−1] NRMSD [%] max(+) [cm−1] max(-) [cm−1]
ALL

MN 9.7 7 26.8 -32.8
ALR

MN 9.9 7 26.8 -32.8
ARL

MN 9.2 6 35.1 -24.2
ARR

MN 9.4 6 35.1 -25.4
Aaver

MN 9.3 6 30.8 -27.3
TDA 9.9 7 37.9 -25.5

The significant deviations observed in the benchmark of Gao et al. are reproduced by
Spoiler showing that the deviations are not rooted in the semi-empirical one-electron spin–
orbit operator with effective nuclear charges as the SOMF operator yields similar results.
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Figure 6.7: SOCME correlation graphs in cm−1 obtained with CI and Spoiler for the PySOC
benchmark set.
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For more complicated systems however, the effective spin–orbit operator should be used
with caution. Investigation of the detailed contributions to each SOCME showed that the
deviations originate mostly from differences between the DFT/MRCI wave functions and
TDDFT/TDA AMEW compositions (Sec. A.1).

In some cases doubly excited configurations in the DFT/MRCI wave functions yield non-
negligible contributions to the SOCME causing a substantial difference between DFT/MRCI
and TDDFT results as doubly excited configurations are completely absent from the TDDFT
AMEWs. The lack of doubly excited configurations is slightly counteracted by increased
weights of contributing singly excited configurations in the TDDFT AMEWs. Contributions
of doubly excited configurations of the DFT/MRCI wave functions have to be taken with
a grain of salt as the R2016 operator has lately been known to be susceptible to artificial
double excitations.140

The largest deviations in the correlation plots occur for 2-thiothymine. The structure of 2-
thiothymine is particularly interesting, as it exhibits a mostly planar structure while the sulfur
substituent is in an angled out of plane position. This circumstance renders the electronic
states of 2-thiothymine a mixture between n and π character and increases the SOCMEs
with respect to transitions between pure π → π∗ states in the other investigated thymine
compounds (Tab. A.6). In 2-thiothymine the S1 and S2 states are composed of a mixture of
the n/πH → π∗L and n/πH−1 → π∗L excitations, where the former contributes stronger to S2

and the latter to S1. Within the DFT/MRCI wave functions the mixture is quite balanced
at about 40 %, while in TDDFT and TDDFT/TDA the excited states are mainly described
by the leading configuration with admixtures of about 20 % of the other. Additional to the
large differences between the excited state descriptions, the S1 and S2 states are reversed
in relation to the DFT/MRCI order. The triplet states however do not encounter similar
problems and are mainly composed n/πH → π∗L and n/πH−1 → π∗L single excitations, where
the former corresponds to the T1 and the latter to the T2 state. It is important to note here
that TDDFT/TDA AMEWs are closer related to the DFT/MRCI wave function with about
80 % contribution of the main configuration, while in TDDFT the mixing is closer to the
singlet case with contributions of 60 % and 30 % respectively. The largest SOCME deviations
between TDDFT and DFT/MRCI are encountered for ⟨T1|ĤSO|S0⟩ (TDDFT: 97-102 cm−1,
TDA: 121 cm−1, DFT/MRCI: 129 cm−1) and ⟨T2|ĤSO|S0⟩ (TDDFT: 143-152 cm−1, TDA:
138 cm−1, DFT/MRCI: 117 cm−1).

Investigating the SOCME components more closely reveals that the x and y component
exhibit the largest deviations.

Utilizing ARL
MN , the ⟨T1|ĤSO|S0⟩ matrix element vanishes, while TDA seems to be closer to

the DFT/MRCI results. A closer look at the wave function coefficients and the weighted
SOC contributions (Tab. 6.3) to the ⟨T1|ĤSO|S0⟩ and ⟨T2|ĤSO|S0⟩ matrix elements shows
that the TDDFT wave functions exhibit a sign-change compared to the DFT/MRCI wave
function and therefore the contributions to the SOCME do not add up, but compensate. In
case of ARL

MN this circumstance causes the ⟨T1|ĤSO,y|S0⟩ component to almost vanish.

The sign-flip in the wave functions may be caused due to the non-planar arrangement of the
sulfur atom. Even at DFT level the molecular orbitals show large differences within their
SOMF integrals. Herein, the integral of ⟨n/πH |ĤSO,y|π∗L⟩ does contribute less to the SOCME
utilizing BH-LYP than with B3-LYP orbitals (Tab. 6.4).

Ignoring the diverging descriptions of 2-thiothymine with DFT/MRCI and TDDFT, the
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benchmark shows a very good agreement between the SOCMEs and therefore that Spoiler
can be used within the bounds of TDDFT. To obtain SOCMEs closest to SPOCK the ARL

MN

amplitudes should be utilized as the have proven in the 2017 and 2022 benchmark to yield
the lowest RMSD values.

Table 6.2: SOCME contributions in cm−1 for selected methods in 2-thiothymine.

Method ĤSO,x ĤSO,y ĤSO,z

⟨T1|ĤSO|S0⟩
SPOCK 108.58 68.48 16.91
ARL

MN 107.54 6.65 9.74
TDA 112.00 43.20 11.01

⟨T2|ĤSO|S0⟩
SPOCK 3.41 116.22 9.32
ARL

MN 51.44 142.07 14.29
TDA 15.31 132.95 8.38

Table 6.3: Leading wave functions configurations and weighted SOMF integrals in cm−1 for selected
methods in 2-thiothymine.

Method cn/πH→π∗
L

cn/πH−1→π∗
L
⟨n/πH |ĤSO,y|π∗L⟩ ⟨n/πH−1|ĤSO,y|π∗L⟩

T1

SPOCK 0.9002 -0.2682 -21.85 -31.30
ARL

MN -0.7035 -0.4582 62.07 -56.73
TDA -0.9380 -0.3087 70.36 -32.49

T2

SPOCK -0.2683 -0.9182 6.51 -107.13
ARL

MN 0.5686 -0.7259 -46.00 -82.41
TDA 0.3192 -0.9372 -31.56 -98.65

Table 6.4: SOMF integrals in cm−1 of the leading configurations for BH-LYP (SPOCK) and B3-
LYP (TDDFT).

Method ⟨n/πH |ĤSO,y|π∗L⟩ ⟨n/πH−1|ĤSO,y|π∗L⟩
BH-LYP 34.919222 -167.857330
B3-LYP 106.078137 -148.855615
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6.4.2 Applications for ISC Rate Constants

Benchmarking Spoiler for the evaluation of SOCMEs, as important as it is to establish
the validity and boundaries of the approach, does not resemble the typical use case in which
Spoiler is applied. Typically, the user is interested in the excited state kinetics and in
the context of Spoiler the rate constants of spin-forbidden radiative and non-radiative
processes.

Tris(2,6-dimethylphenyl)-
borane (TXB)

Pyrazine Porphyrin

Figure 6.8: Benchmark molecules for ISC rate constants.

To benchmark Spoiler for this application, ISC rate constants were calculated for tris(2,6-
dimethylphenyl)borane (TXB), pyrazine and porphyrin (Fig. 6.8).

Tris(2,6-dimethylphenyl)borane (TXB)

Triarylboranes have been shown to emit fluorescence and long-lasting phosphorescence where
the latter occurs even at RT if employed in rigid environments. The emissive properties
and excited state kinetics of TXB are in detail discussed in section 3.1 where TXB is the
studied compound 3 showing blue/violet fluorescence and greenish-yellow phosphorescence.
Fluorescence and ISC were found to proceed at the same timescale rendering fluorescence
and phosphorescence competing processes.

The important states involved in the emission mechanism are the S1, T1 and T2 states, where
ISC was found to proceed mainly via S1 ⇝ T2 ISC. Adiabatically, these states are located at
3.77 eV, 2.93 eV and 3.17 eV within the DFT/MRCI method agreeing well with experimental
findings, while TDDFT places them at 3.40 eV, 2.76 eV, 2.96 eV respectively. TDDFT locates
the states systematically about 0.2 eV below the DFT/MRCI level. Employing the TDA lifts
the triplet states into good agreement, while the S1 state is still located 0.3 eV below the
corresponding DFT/MRCI energy.

The lower S1 excitation energy does not affect the fluorescence rate constants much in
TDDFT/TDA where a rate constant of 2− 3× 107 s−1 is obtained in good agreement with
the rate constant of 3× 107 s−1 at DFT/MRCI level. ISC as competing process proceeds for
the S1 ⇝ T2 channel at DFT/MRCI level with 5× 107 s−1 and at TDDFT/TDA level with
1− 4× 107 s−1.

The slow S1 ⇝ T1 channel yields rate constants of 5 × 106 s−1 within the DFT/MRCI and
0.8 − 2 × 107 s−1 within TDDFT/TDA. The ISC rate constants for S1 ⇝ T2 agree well
between the methods and contain some fluctuations depending on the choice of amplitudes.
For the S1 ⇝ T1 ISC channel TDDFT/TDA yields rate constants up to an order of magnitude
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larger than obtained with the DFT/MRCI. The enlargement originates from the ⟨T1|ĤSO|S1⟩
SOCME that differs by a factor of up to 4 between both methods.

Table 6.5: ISC rate constants in TXB.

Method ∆EDFT/MRCI ∆ETDDFT

S1 ⇝ T1 S1 ⇝ T2 S1 ⇝ T1 S1 ⇝ T2

[107 s−1] [107 s−1] [107 s−1] [107 s−1]
SPOCK 0.49 5.21 - -
ALL

MN 2.30 3.29 1.94 4.60
ALR

MN 1.94 3.25 1.64 4.55
ARL

MN 1.20 3.58 1.01 5.00
ARR

MN 0.82 3.53 0.69 4.93
Aaver

MN 1.52 3.41 1.29 4.77
TDA 5.09 1.08 4.31 5.09

Table 6.6: SOCMEs (sum of squares) between the low-lying excited states in TXB.

SOCME [cm−2] SPOCK ALL
MN ALR

MN ARL
MN ARR

MN Aaver
MN TDA

⟨T1|ĤSO|S1⟩ 0.05 0.19 0.16 0.10 0.08 0.13 0.42

⟨T2|ĤSO|S1⟩ 1.28 1.13 1.12 1.23 1.21 1.17 1.25

If ARR
MN -AMEWs are chosen, the closest agreement for ⟨T1|ĤSO|S1⟩ is obtained with the

DFT/MRCI results. The lower energy of the S1 state in the TDDFT/TDA calculations
increases the rate constant of the S1 ⇝ T2 channel, while the S1 ⇝ T1 channel is subject to
decrease. Utilizing the DFT/MRCI energy gaps (∆EDFT/MRCI) instead of the TDDFT ones
(∆ETDDFT ) improves the agreement between the methods.

Pyrazine

Pyrazine was already studied by means of DFT/MRCI calculations (Sec. 5.4) showing the
importance of vibronic interactions in the S1 ← S0 absorption spectrum. The T1 ← S0

absorption spectrum, however, remains mostly unaffected by vibronic coupling effects and
the T1(nπ

∗) phosphorescence intensity is directly borrowed from higher lying bright singlet
states (ππ∗). The ISC channel between the lowest singlet and triplet state S1 ⇝ T1 is a
symmetry forbidden process as both states exhibit B3u symmetry in the D2h point group
prohibiting ISC in FC approximation. Vibrations corresponding to the b3g, b2g and b1g
irreducible representations can break the D3h symmetry and mix in close lying ππ∗ states
allowing the spin-forbidden process.
Adiabatically, the S1 state is located in the DFT/MRCI calculations at 3.95 eV, while the
T1 state is placed at 3.50 eV. TDDFT positions both states at 3.91 eV and 3.00 eV while
employing TDA yields energies of 3.96 eV and 3.08 eV. In both cases the energies are close
to the experiment which locates both states at 3.83 eV and 3.33 eV, where DFT/MRCI over-
estimates the T1 energy and TDDFT/TDA underestimates it by about 0.2 eV. The different
energetic location of the T1 state causes strongly diverging adiabatic energy gaps (DFT/M-
RCI: 0.45 eV, TDDFT: 0.8 eV) that can influence the outcome of rate constant calculations
quite drastically. Following section 5, SOCME gradients (Tab. 6.7) for the evaluation of HT
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rate constants were obtained for both methods along the TDDFT vibrational normal modes
and the appropriate phase corrections were applied.

Table 6.7: Pyrazine SOCME gradients in cm−1 along dimensionless normal modes.

Mode Symmetry SPOCK ALL
MN ALR

MN ARL
MN ARR

MN Aaver
MN TDA

ĤSO,x

ν5 b3g 3.15 2.15 1.90 1.34 1.14 1.59 0.98
ν11 b3g 0.72 0.37 0.38 0.23 0.26 0.30 0.17

ĤSO,y

ν4 b2g 0.09 0.00 0.00 0.00 0.00 0.00 0.22

ĤSO,z

ν1 b1g 0.08 0.23 0.14 0.22 0.13 0.17 0.20
ν8 b1g 0.00 0.01 0.01 0.01 0.00 0.01 0.00
ν16 b1g 0.04 0.08 0.06 0.07 0.04 0.06 0.00
ν21 b1g 0.06 0.10 0.08 0.08 0.06 0.08 0.08

The SOCME gradients show that most vibronic coupling is mediated by ν5 and to a smaller
extent by ν11. The gradients vary between DFT/MRCI and TDDFT/TDA strongly showing
the best agreement when ALL

MN -AMEWs are employed with still 1 cm−1 per displacement
unit difference for ν5 and about 0.5 cm−1 per displacement unit for ν11. The large SOCME
gradient within DFT/MRCI is caused by doubly excited configurations contributing about
2/3 of the SOCMEs value. Without the contributions of the doubly excited configurations a
value close to TDDFT/TDA of about 1 cm−1 is obtained. TDDFT shows the largest SOCME
gradient when ALL

MN -AMEWs are employed and reduces from left to right in table 6.7 with its
lowest value at the TDDFT/TDA level. The origin of the differences between the amplitude
choices are rather complex. The main contributions to the SOCMEs arise from couplings of
the πH−2 → π∗L and πH → π∗L configurations, which exhibit the largest coefficient when the
ALL

MN -AMEWs are chosen explaining the larges SOCME gradients in this case. The other
amplitude choices yield a lower SOCME gradient as the coefficients of these two configurations
are reduced when mixtures of the (X−Y ) and (X+Y ) amplitudes are used up to the point,
where the lowest full TDDFT SOCME is achieved for ARR

MN -AMEWs.

Table 6.8: ISC rate constants [s−1] in pyrazine.

Method ∆EDFT/MRCI ∆ETDDFT

S1 ⇝ T1 S1 ⇝ T1

SPOCK 3.30× 107 -
ALL

MN 1.56× 107 1.36× 105

ALR
MN 1.22× 107 1.00× 105

ARL
MN 6.16× 106 5.95× 104

ARR
MN 4.49× 106 3.96× 104

Aaver
MN 8.63× 106 7.57× 104

TDA 3.43× 106 1.35× 104

Employing the SOCME gradients HT ISC rate constants of 3 × 107 s−1 for DFT/MRCI
and 0.1 − 1 × 105 s−1 for TDDFT/TDA are obtained for the S1 ⇝ T1 transition. The
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TDDFT/TDA rate constants are about two orders of magnitude lower than the ones obtained
at DFT/MRCI level which is caused mostly by the strongly varying energy gap and slightly
attributed to the difficulties observed for the SOCME gradients. If the DFT/MRCI energy
gap is employed within the TDDFT/TDA calculations instead rate constants of 0.3−2×107

s−1 are obtained which lie within the same ballpark as the DFT/MRCI results.
Pyrazine is a great example of the problems that can be encountered utilizing TDDFT for a
system, where double excitations play an important role. The doubly excited configurations
have non-negligable contributions to the SOCMEs and their gradients. Next to the com-
positions of the wave functions, the estimation of energy gaps requires more sophisticated
methods than TDDFT to obtain accurate rate constants. Besides the encountered prob-
lems, however, TDDFT yields qualitative results for pyrazine that are in the ballpark with
DFT/MRCI calculations if an appropriate energy gap is supplied.

Porphyrin

Vibronic interactions play a decisive role in the radiative and non-radiative processes of por-
phyrin. The low-lying electronic states exhibit π → π∗ character which following El-Sayed’s
rule renders ISC weak, while in a planar nuclear arrangement the SOCME ⟨T1|ĤSO|S1⟩ is
close to zero and ⟨T2|ĤSO|S1⟩ vanishes due to the molecular symmetry. Vibronic contri-
butions were shown to enhance computational ISC rate constants obtained at DFT/MRCI
level of theory from about 105 s−1 in FC approximation to 107 s−1 utilizing the HT-type
expansion.141 In contrast to TXB, where a nearly constant red shift of the low-lying singlet
and triplet is observed moving from DFT/MRCI to TDDFT, the S1(

1B3u) state is shifted
by about 0.4 eV whereas the T1(

3B2u) state is lowered in energy by about the same amount.
Utilizing TDDFT/TDA the T1 state is shifted into good agreement with the DFT/MRCI
method. It is important to note here, that the DFT/MRCI excitation energies (T1 : 1.62
eV, S1 : 1.92 eV)141 are in excellent agreement with experimental 0-0 transition energies
(T1 : 1.58142 eV, S1 : 1.98143 eV). Utilizing the TDDFT potentials will therefore yield sig-
nificantly different results in comparison with the DFT/MRCI method. The calculation
of numerical SOCME gradients poses a problem in porphyrin due to triplet-instabilities in
TDDFT, rendering TDDFT/TDA the only method applicable in this case.
The SPOCK and Spoiler calculations show in very good agreement, that HT ISC is driven
by out-of-plane vibrations corresponding to the b1g and b2g irreducible representations (Tab.
6.9). While the SOCME gradients are very similar (Fig. 6.9), the ISC rate constants (Tab.
6.10) are about one order of magnitude smaller in TDDFT than at DFT/MRCI level due to
the lower S1 state’s energy.
If the DFT/MRCI energy gap is employed instead similar rate constants are obtained in
both methods. Therefore, utilization of Spoiler can lower the costs for HT-type calculation
schemes obtaining results similar to more sophisticated methods, while it can be necessary
to obtain energies by more reliable methods.
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Figure 6.9: SOCME gradient correlation graph in cm−1 obtained with SPOCK and Spoiler in
porphyrin.

Table 6.9: Porphyrin SOCME gradients in cm−1 along dimensionless normal modes.

Mode Symmetry S1 → T1

SPOCK TDA

ĤSO,x

6 b1g 0.1180 0.1189
10 b1g 0.0438 0.0449
21 b1g 0.2118 0.2227
25 b1g 0.2232 0.2538
30 b1g 0.2000 0.1824
37 b1g 0.1872 0.1728
46 b1g 0.1137 0.1288
51 b1g 0.1120 0.1085

ĤSO,y

5 b2g 0.0112 0.0066
8 b2g 0.0310 0.0394
19 b2g 0.5264 0.5103
23 b2g 0.0512 0.0829
26 b2g 0.0963 0.0896
29 b2g 0.3316 0.3507
39 b2g 0.0887 0.0888
47 b2g 0.2380 0.2642
50 b2g 0.3050 0.3026

Table 6.10: ISC rate constants [s−1] for the S1 ⇝ T1 transition in porphyrin.

Method ∆EDFT/MRCI ∆ETDA

SPOCK 6.74 · 107
TDA 6.81 · 107 3.25 · 106
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7 Excitation Energy Transfer

Excitation energy transfer (EET) is a photophysical process that describes the non-radiative
transfer of an exciton. The exciton is transferred from the excited donor (D∗) to the unexcited
acceptor (A), de-exciting the donor (D) and exciting the acceptor (A∗) in the process.

D∗ +A→ D+A∗ (7.1)

The transfer can occur intra- and intermolecular such that the exciton donor and acceptor
can be separate molecules or fragments of a larger system. EET can follow three principle
processes:

Figure 7.1: The Förster process facilitates the simultaneous de-excitation of the donor (red) and
excitation of the acceptor (blue).

The Förster process, also known as FRET, is named after Theodore Förster10 ,11 and describes
the excitation energy transfer through a simultaneous donor de-excitation and acceptor exci-
tation. The process is highly dependent on the relative orientation of the donor and acceptor
molecules and requires the donor emission and acceptor absorption spectra to overlap. It is
important to note, that throughout the transfer process no particles are exchanged and that
the excitation energy transfer is merely a result of the Coulomb interaction of the donor and
acceptor systems. The Coulomb force drives this transfer with typical transfer ranges of up
to 100 Å.144 The Förster process is used to describe energy transfer reactions between singlet
states, but as Förster proposed in 195911 it can occur even between singlet and triplet states
(TSEET). Herein, the Coulomb operator as a spin–independent entity can not mediate the
transfer between different spin states such that the partial singlet character mixed into the
triplet’s wave function by SOC is responsible. Occurrences of FRET are widely investigated
employing Förster’s theory (Sec. 2.11.1) to obtain transfer rate constants and determine
Förster radii for pairings of chromophores. Herein Förster’s theory offers an easy and inex-
pensive approach to obtain transfer rate constants. While it is based on the IDA, which is
known to break down at short distances, it has been found in molecular dynamics simulations
that the deviations due to short chromophore distances do not matter statistically. For static
computations however one has to go beyond the IDA.145
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The Dexter process is named after David L. Dexter12 and describes a simultaneous ET,
where the donor is de-excited by exchanging an excited electron with the acceptor, exciting
the latter in the process. As an ET process, the Dexter mechanism is highly dependent on
the distance between the chromophores rendering it a short-range process decaying fast with
increasing distance. The simultaneous exchange of electrons allows transferring excitation
energy between singlets and triplets such that it contributes to SEET, TSEET and TEET.

Figure 7.2: The Dexter process facilitates the simultaneous de-excitation of the donor (red) and
excitation of the acceptor (blue).

Next to the simultaneous ET described by the Dexter process, the excitation energy can
be transferred by consecutive ET processes involving intermediate CT states.23 ,86 ,89 Typ-
ically, this kind of transfer processes are ascribed to the Dexter process, but they will be
treated as separate processes here to distinguish the different computational treatment of
their contributions to the transfer rate.

Figure 7.3: The CT processes facilitate the de-excitation of the donor (red) and excitation of the
acceptor (blue).

The EET rate constants for the mentioned processes can be evaluated utilizing Fermi’s Golden
Rule (Sec. 2.10.1) where the ECME poses the computational challenge. While the ECME
for a homo-dimer is accessible from the Davydov splitting, more computational effort has
to be invested to describe the coupling in complex systems. The approaches to obtain the
excitonic couplings can be split into super-molecular and fragment approaches:

� Super-molecular approaches: Super-molecular approaches treat the ECME eval-
uation in a top-down fashion by first conducting quantum chemical calculations on
the whole system and applying a picture change to extract the ECME from the sys-
tem’s properties. The picture change is typically performed by diabatization of the
system’s adiabatic states. Diabatization techniques try to obtain or approximate the
nonadiabatic coupling between the electronic states to transform the adiabatic states
by a unitary transformation and obtain the ECME as an off-diagonal element of the
Hamiltonian matrix. Two of the these approaches for EET and ET, the ER, Boys
and BoysOV diabatization schemes have already been presented in the theory section
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(Sec. 2.11.3). Other representatives of these methods are the fragment charge dif-
ference (FCD) and fragment excitation difference (FED) methods,146–148 which utilize
differences between reduced one-electron density matrices to obtain the unitary rota-
tion. While these diabatization approaches allow going beyond the two-state model,
one major problem of diabatization approaches is the blurry picture of the transfer
process they may deliver.149

� Monomer or fragment approaches: Next to super-molecular methods, fragmen-
tation approaches exist which aim at constructing the ECME in a bottom-up fashion
from fragment properties. One representative of these methods is the transition density
cube (TDC)150 method which divides the transition density of the donor and acceptor
into sets of volume elements called transition density cubes and integrates them on a
3D grid. Another is the MTD method which expands the transition densities in the
basis of molecular orbitals and contracts the densities with the appropriate two-electron
integrals (Sec. 2.11.4). As will be shown, extending the MTD method for short-range
ET contributions is crucial. Fujimoto’s extension of the TDFI method, a very close
relative of the MTD method, obtains a very good agreement with a lot more costly
super-molecular approaches for the ethylene dimer, while it is strongly limited by the
treatment of CT contributions in a HOMO-LUMO picture. Fragment approaches can
reduce the computational costs drastically allowing the investigation of larger systems.

The MTD approach was central to the work of Dr. Dominik Spiegel, a former PhD student
who investigated excitonic SEET and applied the method to transfer processes in biological
systems145 and BODIPY cassettes.82 ,151 Within this project Dominik’s work was extended
to TEET including short-range overlap corrections as well as usability improvements of the
existing programs. Additionally, the Boys and BoysOV as well as the ER diabatization pro-
cedures were implemented to supply reference values for the extension of the MTD approach
to short-range ET processes involving CT states.

7.1 Redesign and Extension of the Programs

Dominik Spiegel created during his studies multiple programs bundled in the program pack-
age ExETracKt, where each one fulfilled its own use case. These use cases range from simple
manipulations of the molecule’s coordinates to the contraction of reduced one-electron (tran-
sition) density matrices with two-electron integrals to obtain the ECME. To perform a MTD
calculation multiple programs needed to be invoked, each with its own command line options
rendering the operation of the program package complex. To simplify the system and im-
prove the usability, the programs were merged into one executable offering structured input
files. The input files for each execution mode can be generated via a command line option.

1 EET -g [mode]

2 EET --generateInput [mode]

The mode parameter determines the performed calculation type which will be explained in
more detail in following:
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7.1.1 IDA Mode

The IDA mode is an implementation of the FRET theory (Sec. 2.11.1) utilizing the IDA
approximation to determine the ECME from the strength and orientation of the donor’s and
acceptor’s electric transition dipole moments. The transition dipole moments are supplied
via the input file and utilized to derive the orientation factor κ if it is not supplied too.

Figure 7.4: The IDA approach.

7.1.2 MTD Modes

The MTD mode is an implementation of the MTD approach (Sec. 2.11.4) utilizing the sys-
tem’s RI-integrals in combination with the donor’s and acceptor’s transition density matrices
to determine the ECME. This mode requires donor and acceptor monomer calculations per-
formed with the DFT/MRCI method employing the Turbomole22 program package to obtain
one- and two-electron integrals, structures as well as molecular orbitals.

Figure 7.5: The MTD approach.

In a first step, the monomer calculations are combined to form the dimer for which the
ECME should be determined. The dimer construction is taken from the ExETracKt pro-
gram package, where a new set of Turbomole files is generated from the monomer calculations
employing the product ansatz for the dimer wave functions. The full system’s molecular or-
bitals are constructed by extending the orbital basis of each monomer to the full system,
keeping the local monomer orbitals and padding the extended orbital’s coefficients by zeros.
Within ExETracKt, the monomer systems could be translated and rotated prior to the dimer
construction as well as aligned to a reference structure using a quaternion approach to de-
termine the rotation between both structures. Rotating a molecule invalidates the obtained
reduced one-electron (transition) density matrices requiring to rerun the quantum chemical
calculations of the monomers. To circumvent the costly calculations, the molecular orbitals,
which represent the basis of the reduced one-electron (transition) density matrices, can be
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rotated with the molecule. Dominik performed these rotations for up to spherical d-functions,
which in turn was extended to f-functions in this work. Additionally, the dimer creation was
extended throughout the redesign. The new dimer generator allows to define an initial rota-
tion of the donor and acceptor molecules either by defining the rotation angles and rotation
order or by utilizing the quaternion approach with a reference geometry. After the initial
rotation is set, the fragments are placed in one coordinate system at a fixed distance, where
the donor is located at the center of the coordinate system. To define the orientation of both
fragments towards each other the acceptor can be moved on a sphere around the donor.

Figure 7.6: Dimer construction on a sphere.

With this improvement scans for optimal donor-acceptor orientations become simple. After
dimer construction the RI-integrals are evaluated with Turbomole and contracted with the
donor and acceptor transition densities exploiting the two-electron integral symmetry to
obtain the ECME. Herein, the computational costs of the MTD mode are determined by the
speed of the two-electron RI-integral calculation. A threshold can be applied to the transition
density matrices to omit the integral contraction for negligible density contributions and speed
up the ECME evaluation tremendously.

While the ExETracKt program package allowed to obtain the ECME only for SEET, the re-
design extends the approach for TSEET and TEET85 employing complex valued transition
density matrices of SOC wave functions and the newly implemented singlet-triplet transition
density matrices obtained with the Densomat (Sec. 4.3). Additionally, overlap corrections
were introduced to account for the non-orthogonal orbital basis utilized in the product ap-
proach. At long distances the overlap between the basis functions located on the donor and
acceptor fragments vanishes and does not pose a problem. At shorter distances the non-
orthogonality of the molecular orbitals may lead to unreasonable RI-integrals and transition
densities. One way to restore orthogonality of the fragment’s molecular orbitals is to perform
a Löwdin orthogonalization,152 which rotates the molecular orbitals symmetrically and en-
sures to find orthogonal molecular orbitals with the least distance to the initial orbital basis.
The procedure constructs a new set of molecular orbitals ϕortho by a linear transformation
ϕortho = S

1
2ϕnonortho of the old molecular orbitals. To apply the transformation the matrix

S−
1
2 has to be known. To obtain this matrix the overlap matrix Sij = ⟨ϕi|ϕj⟩ is diagonalized

in a first step.
Sdiag = UTSU (7.2)

Here the matrices UT and U form an orthogonal transformation which follows UTU = UUT =

1. Taking the invers square root of Sdiag with − 1√
Sii

yields S
− 1

2
diag. In a last step, the S

− 1
2

diag has
to be transformed back to its non-diagonal form in the basis of the molecular orbitals.

S−
1
2 = US

− 1
2

diagU
T (7.3)
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The overlap corrections are employed in the MTD approach after the dimer has been con-
structed leading to a new orbital basis utilized to evaluate the two-electron integrals.

Figure 7.7: The MTD approach extended with the Löwdin overlap correction.

Applying the re-orthogonalization within the MTD approach corrects the molecular orbitals
and the two-electron integrals derived from them. The (transition) densities of the fragments
however exist still in the non-orthogonal basis and need to be transformed to the new orbitals.

DF←I
ortho = CTDF←I

nonorthoC (7.4)

This transformation poses in principle a rotation of the (transition) density matrices, where
density is transferred from one fragment to the other and vice versa. The so transformed
density matrices are expanded in the orbital basis of the full system increasing the num-
ber of required integrals and therefore raising the computational costs for the RI-integral
contraction.

Another extension of the MTD approach is the MTDTI mode which implements the MTD
approach extended by short-range CT contributions following Fujimoto’s TDFI-TI method.
Fujimoto extended the perturbative approach to the ECME of Harcourt et al.86 (Eq. 2.129)
for SEET to incorporate contributions by short-range ET via CT states. Similar expressions
can be derived for TEET.

VDA = ⟨ψDA∗|Ĥ|ψD∗A⟩

+

[
−⟨ψDA∗ |Ĥ|ψD+A−⟩⟨ψD+A−|Ĥ|ψD∗A⟩

ED+A− − EDA∗
− ⟨ψDA∗|Ĥ|ψD−A+⟩⟨ψD−A+|Ĥ|ψD∗A⟩

ED−A+ − EDA∗

+
⟨ψDA∗|Ĥ|ψD+A−⟩⟨ψD+A−|Ĥ|ψD−A+⟩⟨ψD−A+|Ĥ|ψD∗A⟩

(ED−A+ − EDA∗)(ED+A− − EDA∗)

+
⟨ψDA∗|Ĥ|ψD−A+⟩⟨ψD−A+|Ĥ|ψD+A−⟩⟨ψD+A−|Ĥ|ψD∗A⟩

(ED−A+ − EDA∗)(ED+A− − EDA∗)

]
(7.5)

The latter two contributions involving ET between CT configurations are omitted as they
are rather small and do only matter at very short distances.23 To obtain expressions for the
Hamiltonian matrix elements, the involved singlet and triplet dimer states can be formulated
in a CSF basis assuming orthogonal molecular orbitals between the donor and acceptor frag-
ments. The assumption of orthogonal molecular orbitals holds true, as long as orthogonality
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corrections like a proper molecular orbital re-orthogonalization are applied.

1ΨDA = ϕiϕ̄iϕkϕ̄k

1ΨD∗A =
1√
2
(ϕiϕ̄jϕkϕ̄k − ϕ̄iϕjϕkϕ̄k)

3ΨD∗A =
1√
2
(ϕiϕ̄jϕkϕ̄k + ϕ̄iϕjϕkϕ̄k)

1ΨDA∗ =
1√
2
(ϕiϕ̄iϕkϕ̄l − ϕiϕ̄iϕ̄kϕl)

3ΨDA∗ =
1√
2
(ϕiϕ̄iϕkϕ̄l + ϕiϕ̄iϕ̄kϕl)

1ΨD+A− =
1√
2
(ϕiϕkϕ̄kϕ̄l − ϕ̄iϕkϕ̄kϕl)

3ΨD+A− =
1√
2
(ϕiϕkϕ̄kϕ̄l + ϕ̄iϕkϕ̄kϕl)

1ΨD−A+ =
1√
2
(ϕiϕ̄iϕjϕ̄k − ϕiϕ̄iϕ̄jϕk)

3ΨD−A+ =
1√
2
(ϕiϕ̄iϕjϕ̄k + ϕiϕ̄iϕ̄jϕk)

(7.6)

The Hamiltonian matrix elements are derived in detail in the appendix (Sec. A.2) and only
the results will be shown here:

⟨1ΨDA∗|Ĥ|1ΨD∗A⟩ = 2Vikjl − Viklj
⟨1ΨD+A−|Ĥ|1ΨD∗A⟩ = hlj + Vilij + Vilji + 2Vklkj − Vkljk
⟨1ΨDA∗|Ĥ|1ΨD+A−⟩ = −hik − Viiik − Vikkk + 2Vlikl − Vilkl
⟨1ΨD−A+|Ĥ|1ΨD∗A⟩ = −hik − Viiik − Vikkk + 2Vjikj − Vijkj
⟨1ΨDA∗|Ĥ|1ΨD−A+⟩ = hlj + Vklkj + Vkljk + 2Vilij − Vilji

(7.7)

⟨3ΨDA∗|Ĥ|3ΨD∗A⟩ = −Vlijk
⟨3ΨD+A−|Ĥ|3ΨD∗A⟩ = hlj + Vilij − Vilji − Vkljk + 2Vklkj

⟨3ΨDA∗|Ĥ|3ΨD+A−⟩ = −hik − Viiik − Vikkk − Vilkl
⟨3ΨD−A+|Ĥ|3ΨD∗A⟩ = hik + Viiik + Vikkk + Vjijk

⟨3ΨDA∗|Ĥ|3ΨD−A+⟩ = −hlj − 2Vilij + Vilji + Vkljk − Vklkj

(7.8)

For SEET the direct ECME ⟨1ΨDA∗ |Ĥ|1ΨD∗A⟩ is given by the Coulomb interaction be-
tween the dimer states. The exchange contribution to the coupling, which has to be rein-
troduced into the MTD method is present here due to the chosen CSFs including proper
anti-symmetrization. For TEET the direct ECME ⟨3ΨDA∗|Ĥ|3ΨD∗A⟩ is given solely by the
exchange interaction. The indirect couplings via CT contributions mediate the transfer of
one electron between the donor and acceptor fragments. Utilizing the definition of the Fock
matrix F (Eq. 2.52), the involved ionization processes can be simplified.

Flj = hlj + 2Vliji + 2Vlkjk − Vliij − Vlkkj
Fik = hik + Viiki + Vikkk

(7.9)

Substituting the one electron integrals hlj and hik by their Fock matrix counterparts yields
the following expressions:

⟨1ΨD+A−|Ĥ|1ΨD∗A⟩ = Flj − Vliji + 2Vilji

⟨1ΨDA∗|Ĥ|1ΨD+A−⟩ = −Fik − Vilkl + 2Vlikl

⟨1ΨD−A+ |Ĥ|1ΨD∗A⟩ = −Fik − Vijkj + 2Vjikj

⟨1ΨDA∗|Ĥ|1ΨD−A+⟩ = Flj − Vlkjk + 2Vkljk

(7.10)
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⟨3ΨD+A−|Ĥ|3ΨD∗A⟩ = Flj − Vliji
⟨3ΨDA∗|Ĥ|3ΨD+A−⟩ = −Fik − Vilkl
⟨3ΨD−A+|Ĥ|3ΨD∗A⟩ = Fik + Vijkj

⟨3ΨDA∗|Ĥ|3ΨD−A+⟩ = −Flj + Vlkjk

(7.11)

Casting the equations into a HOMO-LUMO model, weighting the coupling by the wave
function’s HOMO-LUMO excitation and converting the two-electron integrals into chemist’s
notation yields the equations obtained by Fujimoto.23 Additionally, the newly derived TEET
expressions are obtained.

⟨1ΨD+A−|Ĥ|1ΨD∗A⟩ = 1cIH→L

(
⟨ϕI

L|F̂ |ϕJ
L⟩ − (ϕI

Lϕ
J
L|ϕI

Hϕ
I
H) + 2(ϕI

Lϕ
I
H |ϕI

Hϕ
J
L)

)
⟨1ΨDA∗|Ĥ|1ΨD+A−⟩ = 1cJH→L

(
−⟨ϕI

H |F̂ |ϕJ
H⟩ − (ϕI

Hϕ
J
H |ϕJ

Lϕ
J
L) + 2(ϕI

Hϕ
J
L|ϕJ

Lϕ
J
H)

)
⟨1ΨD−A+|Ĥ|1ΨD∗A⟩ = 1cIH→L

(
−⟨ϕI

H |F̂ |ϕJ
H⟩ − (ϕI

Hϕ
J
H |ϕI

Lϕ
I
L) + 2(ϕI

Hϕ
I
L|ϕI

Lϕ
J
H)

)
⟨1ΨDA∗ |Ĥ|1ΨD−A+⟩ = 1cJH→L

(
⟨ϕI

L|F̂ |ϕJ
L⟩ − (ϕI

Lϕ
J
L|ϕJ

Hϕ
J
H) + 2(ϕI

Lϕ
J
H |ϕJ

Hϕ
J
L)

)
(7.12)

⟨3ΨD+A−|Ĥ|3ΨD∗A⟩ = 3cIH→L

(
⟨ϕI

L|F̂ |ϕJ
L⟩ − (ϕI

Lϕ
J
L|ϕI

Hϕ
I
H)

)
⟨3ΨDA∗|Ĥ|3ΨD+A−⟩ = 3cJH→L

(
−⟨ϕI

H |F̂ |ϕJ
H⟩ − (ϕI

Hϕ
J
H |ϕJ

Lϕ
J
L)

)
⟨3ΨD−A+|Ĥ|3ΨD∗A⟩ = 3cIH→L

(
⟨ϕI

H |F̂ |ϕJ
H⟩+ (ϕI

Hϕ
J
H |ϕI

Lϕ
I
L)

)
⟨3ΨDA∗|Ĥ|3ΨD−A+⟩ = 3cJH→L

(
−⟨ϕI

L|F̂ |ϕJ
L⟩+ (ϕI

Lϕ
J
L|ϕJ

Hϕ
J
H)

)
(7.13)

Evaluating equation 7.5 requires next to the Hamiltonian matrix elements the proper energy
scaling involving the energies of the dimer states. The energies of the locally excited states
ΨD∗A and ΨDA∗ can be obtained following Fujimoto by embedding each fragment in the other
fragments potential:

ED∗A = ⟨ΨD∗A|Ĥ − E0|ΨD∗A⟩

= ED∗

ex +
∑
ij∈A

(DA∗→A −DA)ij ×
(
V nuc,A
ij +

∑
kl∈D

DD∗→D

[
(ij|kl)− 1

2
(il|kj)

])
(7.14)

EDA∗ = ⟨ΨDA∗|Ĥ − E0|ΨDA∗⟩

= EA∗

ex +
∑
ij∈D

(DD∗→D −DD)ij ×
(
V nuc,D
ij +

∑
kl∈A

DA∗→A

[
(ij|kl)− 1

2
(il|kj)

])
(7.15)

Here ED∗
ex and EA∗

ex are the monomer excitation energies while V nuc are the nuclear attraction
integrals of the respective fragment. The V nuc are evaluated using an adapted oneint
program, which is typically used to precalculate one-electron integrals for MRCI calculations.
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The energies of the singlet and triplet CT states 1,3ED+A− and 1,3ED−A+ can be expressed as:

⟨1ΨD+A−|Ĥ − E0|1ΨD+A−⟩ = −hii + hll − 2Vikik + Vilil + Vikki + Villi + 2Vklkl − Vkllk − Viiii
⟨3ΨD+A−|Ĥ − E0|3ΨD+A−⟩ = −hii + hll − 2Vikik + Vilil + Vikki − Villi + 2Vklkl − Vkllk − Viiii
⟨1ΨD−A+|Ĥ − E0|1ΨD−A+⟩ = hjj − hkk + 2Vijij − 2Vikik − Vijji + Vikki + Vjkjk + Vjkkj − Vkkkk
⟨3ΨD−A+|Ĥ − E0|3ΨD−A+⟩ = hjj − hkk + 2Vijij − 2Vikik − Vijji + Vikki + Vjkjk − Vjkkj − Vkkkk

(7.16)
Utilizing the Fock matrix elements, the expressions can be converted to integral corrected
orbital energies:

Fii = hii + Viiii + 2Vikik − Vikki
Fjj = hjj + 2Vjiji − Vjiij + 2Vjkjk − Vjkkj
Fkk = hkk + 2Vkiki − Vkiik + Vkkkk

Fll = hll + 2Vlili − Vliil + 2Vlklk − Vlkkl

(7.17)

1ED+A− = ⟨1ΨD+A−|Ĥ − E0|1ΨD+A−⟩ = −Fii + Fll − Vlili + 2Vliil
3ED+A− = ⟨3ΨD+A−|Ĥ − E0|3ΨD+A−⟩ = −Fii + Fll − Vlili
1ED−A+ = ⟨1ΨD−A+|Ĥ − E0|1ΨD−A+⟩ = Fjj − Fkk − Vjkjk + 2Vjkkj
3ED−A+ = ⟨3ΨD−A+|Ĥ − E0|3ΨD−A+⟩ = Fjj − Fkk − Vjkjk

(7.18)

The extension of the MTD approach by the transfer integral (TI) approximation allows to
recover the short-range ET contribution to EET (Sec. 7.3), while its major downside is the
limitation to a HOMO-LUMO model.

7.1.3 Diabatization Modes

The program was extended by the Boys/BoysOV and ER diabatization schemes. Both
schemes obtain the ECME by a unitary rotation of the diagonal Hamiltonian matrix while
they utilize different physical properties. The general procedure following Pipek78 and
Edmiston–Ruedenberg81 requires to minimize a cost function by consecutive two-by-two
rotations of the involved electronic states. The two-by-two rotations can be obtained by
so-called Jacobi sweeps:

1. Calculate the gainG, where the matricesA andB depend on the diabatization property:

Gij = Aij +
√
A2

ij +B2
ij (7.19)

If the largest gain is below a given threshold the Jacobi sweeps are accepted as converged
and the procedure is stopped.

2. Otherwise, obtain the pair of states (i, j) which has the largest gain:

Gmax,ij = max(G) (7.20)

3. Calculate sin(4α) and cos(4α) for the states (i, j):

sin(4α) =
Bij√

(A2
ij +B2

ij)

cos(4α) =
−Aij√

(A2
ij +B2

ij)

(7.21)
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4. Obtain the rotation angle for the unitary rotation by solving:

x21,2 =
1

2

(
1±

√
[1− 1

2
(1− cos(4a))]

)
(7.22)

Where two sets of angles (x1, y1) and (x2, y2) are obtained for:

x =
√
x2, y =

√
[1− x2] (7.23)

The correct pair of angles for the unitary rotation has to satisfy:

4xiyi(x
2
i − y2i ) = sin(4α) (7.24)

5. Update the unitary transformation matrix U by applying the rotation:

U ′ =

(
xi yi
−yi xi

)
U (7.25)

6. Update the diabatization scheme specific matrices A and B by applying the new unitary
transformation and repeat from the top.

After convergence of the procedure the ECME can be obtained as the off-diagonal Hamilto-
nian matrix element applying the final unitary rotation to the adiabatic Hamiltonian.

Hdiab = U †HadiaU (7.26)

� BoysETDiabatization and BoysEETDiabatization Modes: The Boys diabati-
zation modes employ the (transition) dipole moments between the adiabatic states to
obtain the proper unitary transformation of the Hamiltonian matrix. For this purpose
the matrices A and B are defined in terms of the electric dipole operator µ̂el:

Aij = ⟨i|µ̂el|j⟩2 −
1

4

[
⟨i|µ̂el|i⟩ − ⟨j|µ̂el|j⟩

]2
Bij = ⟨i|µ̂el|j⟩

[
⟨i|µ̂el|i⟩ − ⟨j|µ̂el|j⟩

] (7.27)

In the case of the BoysEETDiabatization mode, the BoysOV scheme is utilized, which
treats the occ-occ and virt-virt blocks of the (transition) dipole moment matrix differ-
ently.

Aij =
∑

k∈occ,virt

(
⟨i|µ̂el|j⟩2 −

1

4

[
⟨i|µ̂el|i⟩ − ⟨j|µ̂el|j⟩

]2)
k

Bij =
∑

k∈occ,virt

(
⟨i|µ̂el|j⟩

[
⟨i|µ̂el|i⟩ − ⟨j|µ̂el|j⟩

])
k

(7.28)

� ERDiabatization Mode: The ERDiabatization Mode performs the ER diabatization
utilizing the two-electron integrals to maximize the self interaction. The matrices A
and B are defined as follows:

Aij = ⟨ij|r̂−112 |ij⟩ −
1

4

(
⟨ii|r̂−112 |ii⟩+ ⟨jj|r̂−112 |jj⟩ − 2⟨ii|r̂−112 |jj⟩

)
Bij = ⟨ii|r̂−112 |ij⟩ − ⟨jj|r̂−112 |ij⟩

(7.29)
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Both expressions involve the contraction of the two-electron integrals with the reduced
one-electron (transition) density matrices of the involved states rendering the approach
rather costly.

The Jacobi sweeps are implemented as a general scheme to allow the addition of further
diabatization approaches by extension of the SweepableFunction interface. The Sweep-
ableFunction defines methods to obtain the gains and the matrix elements of A and B
to abstract the diabatization approaches. The Jacobi sweep algorithm can then be used to
perform the sweeps on the SweepableFunction and return the optimized unitary transfor-
mation.

Figure 7.8: SweepableFunction interface.

The different diabatization modes prepare the required data, like the adiabatic Hamiltonian
matrix and the transition dipole operator matrix or the two-electron integrals and construct
a SweepableFunction. The SweepableFunction is then handed to the Jacobi Sweep
implementation and processed until convergence.

7.1.4 SpectralOverlap Mode

The SpectralOverlap mode allows to evaluate the spectral overlap integral employing the
donor’s emission and acceptor’s absorption spectra. Since the absorption and emission spec-
tra are obtained in different calculations, the grid of both spectra may not be aligned. There-
fore, a polynomial spline is fitted to the spectra to align the grids as well as ease the construc-
tion of the product spectrum and its integration. The polynomial splines are constructed in
an adaptive manner, adding more spline segments in regions, that require additional flexibil-
ity to obtain an accurate fit. The normalized root-mean-square deviation (NRMSD) between
the polynomial spline and the original data and a maximum number of iterations is utilized
to define convergence criteria. In the construction of the polynomial spline, a segment is
defined as:153

Si(x) = ai + bi(x− xi) + ci(x− xi)2 + di(x− xi)3 (7.30)

In a first step a system of linear equations is solved defining the boundary conditions of each
spline segment to obtain a contiguous function. The equation for the first interval is given
by:

2(d0 + d1)c1 + d1c2 = 3
y2 − y1
d1

− 3
y1 − y0
d0

− d0c0 (7.31)
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For the intervals i = 2, ..., n− 2 and n ≥ 4:

di−1ci−1 + 2(di−1 + di)ci + dici+1 = 3
yi+1 − yi

di
− 3

yi − yi−1
di−1

(7.32)

And the last interval equation is:

dn−2cn−2 + 2(dn−2 − dn−1)cn−1 = 3
yn − yn−1
dn−1

− 3
yn−1 − yn−2

dn−2
− dn−1cn (7.33)

Where ci are the coefficients, di = xi+1 − xi the distance between the interval start and end
x-coordinates, and yi the y-coordinates of each fulcrum of the original function. The system
of linear equations can be expressed in matrix form as:

A =



2(d0 + d1) d1
d1 2(d1 + d2) d2

d2 3(d2 + d3) d3
. . . . . . . . .

dn−3 2(dn−3 + dn−2) dn−2
dn−2 2(dn−2 + dn−1) dn−1


(7.34)

With the solution vector a:

a =


3y2−y1

d1
− 3y1−y0

d0
− d0c0

3y3−y2
d2
− 3y2−y1

d1
...

3yn−yn−1

dn−1
− 3yn−1−yn−2

dn−2
− dn−1cn

 (7.35)

Since the symmetric sparse matrix A is trigonal diagonal dominant, it is always invertible
and therefore linear equation systems of such matrices are always solvable. A solution for
the coefficient c is obtained easily by a Cholesky decomposition for trigonal matrices. The
spline segment coefficients ai, bi, ci and di are then calculated from the solutions c:

ai = yi

bi =
yi+1 − yi

di
− di

3
(ci+1 + 2ci)

ci = ci

di =
1

3di
(ci+1 − ci)

(7.36)

7.2 TEET Donor–Bridge–Acceptor Systems

To test the implementation of the MTD method involving overlap corrections as well as
the diabatization schemes for TEET, a set of molecules was required where experimentally
obtained TEET rate constants are known. In addition, these molecules should constrain the
distance and orientation between the donor and acceptor moieties to circumvent complex
sampling procedures. A suitable set of molecules was found in experiments of Closs et al.,154

who measured long distance intramolecular TEET rate constants for a set of donor-acceptor
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systems separated by a bridge (Fig. 7.9) where 4-benzophenoneyl was utilized as a donor and
2-naphthyl as acceptor. The bridge is given by cyclohexane or decalin rings denoted by C
and D in the structure’s identifier. These bridges create rigid systems with multiple stereo-
and conformational isomers, where the donor’s and acceptor’s location is denoted by the first
and second number and the axial and equatorial orientation with a and e respectively. Closs
et al. measured the TEET rate constants in benzene using flash photolysis to excite the
benzophenone chromophore and utilizing the Tn → T1 benzophenone decay or the increase
of the naphthalene Tn ← T1 absorption.

C-1,3ee C-1,3ea C-1,4ee C-1,4ea

D-2,6ea D-2,6ee D-2,6ae

D-2,7ea D-2,7ee D-2,7ae

Figure 7.9: TEET donor–bridge–acceptor systems with naphthalene as the acceptor and benzalde-
hyde as the donor.

In 2010, Subotnik et al.79 used the same set of molecules to test their implementations of
the BoysOV and ER diabatization schemes to obtain ECMEs. Additionally, they estimated
the spectral overlap integrals utilizing Marcus theory. Computationally, benzophenone was
replaced by benzaldehyde to simplify the calculations and the CIS method was utilized in
combination with the 6-31G** basis set to obtain the excited triplet states of the full system
at the ground state geometry. To compare the MTD method and the implementation of
the diabatization schemes a similar protocol was followed. Sadly, Subotnik et al. did not
include the molecular geometries they based their CIS calculations on in their publication.
This circumstance required to perform the geometry optimizations to obtain similar minima.
Therefore, the geometry of the electronic ground state was optimized utilizing DFT employing
the PBE0 density functional in combination with the 6-31G** atomic basis set (Tab A.16
- A.25). For the diabatization schemes, the excited triplet states of the full system are
calculated employing the CIS branch of the DFT/MRCI program. The obtained CIS wave
functions are then utilized to obtain the triplet-triplet transition density matrices between the
coupling triplet states and are separated in case of the BoysOV scheme into their occupied-
occupied and virtual-virtual blocks within the Densomat. The (transition) density matrices
are then used to perform the Jacobi sweeps to obtain the rotated adiabatic Hamiltonian.
For the MTD calculations, the optimized ground state geometries of the full system are
utilized to obtain the donor and acceptor structures by removing all atoms except the ones
belonging to the naphthalene and benzaldehyde fragments. To complete the formerly bridged
structures again, connections to the bridge are capped with hydrogen atoms and a geometry
optimization was conducted fixing all centers from the original geometry except the newly
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added hydrogens. Since the ECMEs reported by Subotnik et al. are of the order of a few
meV, geometric differences between the calculations of Subotnik et al. and the ones presented
here are expected to cause some deviance.

Figure 7.10: C-1,4ea geometry utilized in the quantum chemical calculations of the full system and
dimer constructed from the fragmented donor-acceptor system.

The TEET process takes place between the lowest ππ∗ localized triplet states of benzaldehyde
and naphthalene, which are mainly composed of the following configurations:

Figure 7.11: Leading configurations of the lowest excited triplet states in C-1,4ea.

Both excited states are in principle local excitations while small CT contributions are involved
in the excited states moving charge between benzaldehyde and naphthalene.

Evaluating the ECME with the diabatization approaches shows a good agreement to cou-
plings obtained by Subotnik et al. supporting the correctness of the implementations. The
small deviations can be caused by small geometric differences to the structures obtained by
Subotnik et al.. Even if the systems are mostly rigid the orientations of the chromophores can
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differ depending on the optimized minimum. The strongest couplings are found for conform-
ers where the chromophores are separated by the smallest distance and located in equatorial
positions.

Table 7.1: TEET couplings [meV] of the donor–bridge–acceptor systems from Fig. 7.9

Molecule BoysOV ER MTD MTD-ORTHO
Reference79 MRCI/CIS Reference79 MRCI/CIS

C-1,3ea 0.56 0.48 0.51 0.42 0.01 0.01
C-1,3ee 1.40 1.58 1.5 1.58 0.00 0.00
C-1,4ea 0.037 0.052 0.026 0.045 0.001 0.001
C-1,4ee 0.57 0.62 0.56 0.52 0.00 0.00
D-2,6ea 0.0019 0.0061 0.0022 0.0005 0.0000 0.0000
D-2,6ee 0.019 0.021 0.020 0.013 0.000 0.000
D-2,6ae 0.0011 0.0024 0.0010 0.0012 0.0000 0.0000
D-2,7ea 0.045 0.013 0.047 0.011 0.000 0.000
D-2,7ee 0.16 0.17 0.17 0.12 0.00 0.00
D-2,7ae 0.053 0.013 0.049 0.015 0.000 0.000

In contrast to the diabatization schemes, the MTD method predicts, even with enabled or-
thogonalization corrections, vanishing ECMEs. These findings lead to the suspicion, that
important short-range contributions, namely CT contributions, were missing to obtain accu-
rate results. To understand the origin of these contributions and extend the MTD approach,
the ethylene dimer, a much simpler system, was investigated.
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7.3 The Ethylene Dimer

The vanishing TEET couplings for the donor-bridge-acceptor systems suggested that short-
range contributions are missing in the MTD description. To understand the origin of the
contributions and incorporate them in an extended MTD approach, the ethylene dimer, was
investigated. The ethylene dimer was already analyzed in previous works of Spiegel et al.82

to show the correct long-range behavior of the MTD approach and the increased midrange
accuracy compared to the IDA utilized in FRET for SEET. To visualize the range dependent
behavior, the ECME of a π-stacked ethylene dimer was evaluated at CIS/SVP level of theory
with inter-fragment distances ranging from 3 Å to 10 Å in 0.25 Å steps. The theoretically
expected ECME is obtained from the Davydov splitting of the full system’s quantum chemical
calculations.

Figure 7.12: SEET excitonic coupling in the ethylene dimer utilizing the MTD approach (orange)
and IDA approach (black) in comparison to the Davydov splitting of the dimer states (red) at the
CIS/SVP level of theory.

Figure 7.13: TEET excitonic coupling in the ethylene dimer utilizing the MTD approach (orange)
in comparison to the Davydov splitting of the dimer states (red) at the CIS/SVP level of theory.
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At long distances the MTD and IDA approaches recover the Davydov splitting showing, that
for long-range SEET the typically applied FRET approach is valid. At mid-range inter-
fragment distances (about 4 - 5 Å), a growing difference can be seen between the MTD and
IDA approach, indicating that the IDA approximation at these distances underestimates the
coupling stronger than the MTD approach does. Compared to the Davydov splitting, the
MTD and IDA approaches underestimate the excitonic coupling from the mid-range to the
short-range regime. A similar situation is visible for TEET, where the excitonic coupling in
the MTD method is solely given by the exchange interaction. Starting at 4.5 Å, the Davydov
splitting is non-vanishing while the exchange contribution is still negligible. This case was
encountered for the donor-bridge-acceptor systems, where a small ECME is present, but the
exchange interaction does not recover the full coupling.

Figure 7.14: SEET excitonic coupling in the ethylene dimer utilizing the monomer transition den-
sity combined with transfer integral (MTD-TI) approach (orange) in comparison to the Davydov
splitting of the dimer states (red) at the CIS/SVP level of theory.

Figure 7.15: TEET excitonic coupling in the ethylene dimer utilizing the MTD-TI approach (orange)
in comparison to the Davydov splitting of the dimer states (red) at the CIS/SVP level of theory.

Utilizing the extended MTD-TI approach instead, the SEET and TEET Davydov splitting is
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almost fully recovered where small differences between the Davydov splitting and the MTD-TI
couplings are expected to originate from the energy scaling of the short-range CT contribu-
tions which is to steep around 4 Å and to flat at 3.5 Å. Additional deviations below a distance
of 3.5 Å can be caused by the neglect of the ⟨ψDA∗|Ĥ|ψD+A−⟩⟨ψD+A−|Ĥ|ψD−A+⟩⟨ψD−A+ |Ĥ|ψD∗A⟩
and ⟨ψDA∗|Ĥ|ψD−A+⟩⟨ψD−A+ |Ĥ|ψD+A−⟩⟨ψD+A−|Ĥ|ψD∗A⟩ couplings.

7.4 Generalization of the MTD-TI Approach

The MTD-TI method allows to obtain short-range CT contributions to EET while its major
downside is the limitation to HOMO-LUMO excitations. Generalizing the MTD-TI ap-
proach beyond the HOMO-LUMO restriction requires to evaluate the Hamiltonian matrix
elements and the excitation energies of the CT states. Fujimoto weighted the Hamiltonian
matrix elements with the wave function’s HOMO-LUMO coefficient to scale the interaction
appropriately assuming all population is transferred to the corresponding CT configuration.
Employing more than one excited state requires to evaluate the Hamiltonian matrix elements
for all reasonable CT states utilizing the respective reduced one- and two-electron (transition)
density matrices.

VCT =
∑
m

(
−
⟨ΨDA∗|Ĥ|ΨD+A−,m⟩⟨ΨD+A−,m|Ĥ|ΨD∗A⟩

ED+A−,k − ED∗A

−
⟨ΨDA∗|Ĥ|ΨD−A+,m⟩⟨ΨD−A+,m|Ĥ|ΨD∗A⟩

ED−A+,k − ED∗A

) (7.37)

The dimer wave functions ΨD+A−,m and ΨD−A+,m can be constructed in a product approach
utilizing all combinations of the charged monomer states ψD+

m
, ψD−

m
,ψA+

m
and ψA−

m
obtained

by adding or removing one electron from the uncharged fragment. Herein, the molecular
orbital basis of the uncharged fragment can be retained allowing the evaluation of density
matrices without complex orbital transformations.

In principle, the Hamiltonian matrix elements can be solved directly utilizing their respec-
tive reduced one- and two-electron density matrices. The latter scales with (NDONOR +
NACCEPTOR)

4 where N are the fragment’s number of molecular orbitals rendering this ap-
proach only applicable to small systems. Investigating the expressions of the reduced one-
and two-electron (transition) density matrices further allows for simplifications. The reduced
one-electron (transition) density matrices can be reformulated in terms of Dyson orbitals
⟨ψ|â†|ψ+⟩ and ⟨ψ|â|ψ−⟩.

⟨ΨDA∗|Êj
i |ΨD+A−,m⟩ = ⟨ψDψA∗|Êj

i |ψD+
m
ψA−

m
⟩

= ⟨ψDψA∗|â†i âj|ψD+
m
ψA−

m
⟩

= ⟨ψD|â†i |ψD+
m
⟩⟨ψA∗|âj|ψA−

m
⟩

(7.38)

⟨ΨD+A−,m|Êj
i |ΨD∗A⟩ = ⟨ψD+

m
ψA−

m
|Êj

i |ψD∗ψA⟩
= ⟨ψD+

m
ψA−

m
|â†i âj|ψD∗ψA⟩

= ⟨ψD+
m
|âj|ψD∗⟩⟨ψA−

m
|â†i |ψA⟩

(7.39)
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⟨ΨDA∗|Êj
i |ΨD−A+,m⟩ = ⟨ψDψA∗|Êj

i |ψD−
m
ψA+

m
⟩

= ⟨ψDψA∗|â†i âj|ψD−
m
ψA+

m
⟩

= ⟨ψD|âj|ψD−
m
⟩⟨ψA∗ |â†i |ψA+

m
⟩

(7.40)

⟨ΨD−A+,m|Êj
i |ΨD∗A⟩ = ⟨ψD−

m
ψA+

m
|Êj

i |ψD∗ψA⟩
= ⟨ψD−

m
ψA+

m
|â†i âj|ψD∗ψA⟩

= ⟨ψD−
m
|â†i |ψD∗⟩⟨ψA+

m
|âj|ψA⟩

(7.41)

In this case the excitation operator Ê mediates always between the neutral and cationic as
well as the neutral and anionic configurations allowing to apply the creator and annihilator to
the separate fragments. This separation allows to split the reduced one-electron (transition)
density matrix into a product of Dyson orbitals.

A similar separation can be applied to the reduced two-electron (transition) density matrices:

⟨ΨDA∗|Êj
i Ê

l
k|ΨD+A−,m⟩ =

∑
i∈D

∑
j,k,l∈A

⟨ψD|â†i |ψD+
m
⟩⟨ψA∗ |âj â†kâl|ψA−

m
⟩

+
∑
k∈D

∑
i,j,l∈A

⟨ψD|â†k|ψD+
m
⟩⟨ψA∗|â†i âj âl|ψA−

m
⟩

+
∑

i,j,k∈D

∑
l∈A

⟨ψD|â†i âj â
†
k|ψD+

m
⟩⟨ψA∗|âl|ψA−

m
⟩

+
∑

i,k,l∈D

∑
j∈A

⟨ψD|â†i â
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†
k|ψD∗⟩⟨ψA+

m
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Here each expression can be split into four terms, where an additional single excitation can
change the configuration prior or post to the ionization on each fragment. The expressions can
be simplified even more utilizing the RI approximation, employing the basis of the uncharged
(
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n |ψ⟩⟨ψ|) and charged (
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n |ψ±⟩⟨ψ±|) excited states.
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l
k|ΨD∗A⟩ =

∑
j∈D

∑
i,k,l∈A

⟨ψD+
m
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|â†k|ψA⟩

+
∑

j,k,l∈D

∑
i∈A

∑
n

(
⟨ψD+

m
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i Ê
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⟨ψA∗|â†k|ψA+

m
⟩

+
∑

j,k,l∈D

∑
j∈A

∑
n

(
⟨ψD|âj|ψD−
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|âl|ψA⟩

)
+

∑
i,j,k∈D

∑
l∈A

∑
n

(
⟨ψD−

m
|Êj
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Utilizing the RI approximation requires a large enough set of uncharged and charged excited
states to converge the calculation.
Next to the expressions of the Hamiltonian matrix elements the energies of the CT states
are required. The extension of the MTD-TI approach and its application is subject to a
follow-up PhD project handled by my successor on the EET project.
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8 Conclusions

The aim of this thesis was to extend and supply new tools and methods for the evaluation
of electronic matrix elements as well as their gradients for radiative and non-radiative rate
constants. Herein the focus resided on the fluorescence, phosphorescence, ISC and EET
processes. These rate constants are particularly interesting for the investigation of OLED
emitters. Typical TADF and phosphorescent emitters allow theoretically harvesting of all
singlet and triplet excitons leading to an IQE of 100%. The weakness of such emitters is
exciton loss due to non-radiative deactivation processes which are allowed to compete with
slow emission pathways. To circumvent the exciton loss, a fluorophore is introduced into the
emitter system to supply a fast emission channel that can be populated by EET. To find
suitable molecules, it is crucial to obtain a reliable picture of the excited state kinetics within
and between the sensitizer and emitter molecules.

The first two publications within this work, were concerned with RTP emitters which are
presently a ’hot’ topic with many applications in daily life. Herein a group of four triarylb-
oranes of which two showed RTP of up to four seconds were investigated in cooperation
with researchers from Würzburg, Manchester and Xi’an. Triarylboranes are purely organic
systems without atoms introducing lone pairs where ISC and phosphorescence are expected
to be slow. To understand the emission mechanism and its driving force in these systems
experimental and theoretical studies were conducted. It was found that (σ,B p) → (π,B p)
and (π,B p)→ (σ,B p) transitions involving the boron’s σ orbital at the systems center drive
SOC and allow ISC from S1 ⇝ T2 to progress at a rate constant of about 107 s−1 in compe-
tition to fluorescence. The emission mechanism was found to populate the T2 state via ISC
followed by phosphorescence from the T1 state at up to 0.20 s−1. RTP is observed only in
the crystalline state and in highly doped films and therefore aggregation effects are expected
to play a critical role in suppressing the non-radiative deactivation channels that otherwise
efficiently quench the emission. One of the investigated RTP components was selected for a
subsequent study with the aim to introduce bromine in ortho-, meta- and para position to
enhance ISC. While the introduction of bromine speeds up ISC in all three compounds ISC in
the ortho compound is enhanced the most. Unexpectedly, the ortho substituted compound
showed DRTP in rigid environments revealing a second emissive triplet state within the same
molecule or formed by more complex intramolecular interactions.

Reduced one-electron (transition) density matrices pose useful tools to obtain expectation
values of quantum mechanical operators and to visualize the character of wave functions
as well as their respective transitions. Due to their importance, density matrices are widely
available in quantum chemical software packages. Within this thesis, electric transition dipole
moments, SOCMEs and ECMEs are obtained utilizing these matrices to determine radia-

117



tive and non-radiative rate constants. To evaluate electric transition dipole moments and
SOCMEs, Spoiler requires triplet-triplet and singlet-triplet transition densities in addition
to the density matrices supplied by TDDFT. Employing DFT/MRCI wave functions to cal-
culate ECMEs within the MTD approach as well as analyzing excited triplet states with
TheoDORE lacked singlet-triplet transition densities in the beginning of this thesis. The
DensityEngine, a C++ library, was developed to evaluate density matrices efficiently in
parallel for CIS and DFT/MRCI wave functions where for the latter the Densomat program
is utilized as a driver. In future projects, the DensityEngine can be easily extended to new
density operators which was proven by the extension to Dyson orbitals performed by Simon
Metz under my supervision. Herein the modular design required only small portions of the
code to be altered.

Vibronic interactions can play an important role for a system’s radiative and non-radiative
properties. Within this thesis vibronic effects are treated utilizing the HT approximation
employing first-order derivatives of the quantum chemical operator’s matrix elements. The
Gradienator, a Python program, was developed to supply these derivatives in a numerical
fashion. Herein the Gradienator applies phase corrections to fix the arbitrary phases at
each calculation step. An early version of this program was applied to investigate vibronic
effects in pyrazine. Pyrazine shows vibronic interactions in its singlet-singlet absorption
spectrum, while similar effects are absent for singlet-triplet absorption. In addition to deeper
insights into pyrazine’s vibronic interactions, contradicting assumptions on the T2 state’s
location were clarified. Another publication investigated vibronic coupling in the 2CzPN
molecule, a system heavily studied for TADF applications in OLEDs where vibronic effects
speed up RISC by a factor of 2. The Gradienator was in addition utilized to investigate
Hz and HAP-3MF, two IST systems, where triplet-singlet conversion is expected to be fast
as RISC is a downhill process. In these systems emission and ISC is actually mainly driven
by vibronic effects and IST was found to be not always favorable. The Gradienator
offers an efficient incremental computation scheme, that can easily be extended to supply
derivatives for methods available in arbitrary quantum chemical packages. This allows the
Gradienator to be applied in many future studies investigating vibronic effects for radiative
and non-radiative processes.

The Spoiler program, which was initially developed in 2017 to supply SOCMEs for linear
response TDDFT, was extended during this work to calculate phosphorescence rate constants
within the FC and HT approximation. Herein the DensityEngine is utilized to evaluate
the density matrices for electric transition dipole moments as well as SOCMEs. To enable
users outside the Turbomole community to use Spoiler, the program was interfaced to
the Gaussian program package. The benchmark of 2017 was extended to additional systems
presented in the PySOC publication,130 a similar approach to Spoiler. The PySOC bench-
mark showed large deviations between SOCMEs at TDDFT level and the reference values.
Performing the PySOC benchmark with Spoiler and SPOCK shows good agreement be-
tween both methods with correlation coefficients of about 0.96. Significant deviations within
the PySOC benchmark can be reproduced with Spoiler utilizing the ALL

MN AMEWs. The
largest deviations occur for 2-thiothymine, where the excited state descriptions of DFT/M-
RCI and TDDFT differ strongly due to the extraordinary structure of the system. Moreover,
TXB, pyrazine and porphyrin are added to the benchmark set to investigate the performance
of ISC at TDDFT level. TXB and porphyrin show good agreement for ISC rate constants
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at DFT/MRCI and TDDFT level of theory as long as DFT/MRCI excitation energies are
utilized. Herein, rate constants with TDDFT and DFT/MRCI are of the same order of mag-
nitude in TXB, while TDDFT rate constants are slightly smaller due to a lower S1 excitation
energy. In porphyrin the S1 state is located 0.4 eV below the DFT/MRCI state in TDDFT,
causing a lower ISC rate constant of about one order of magnitude. Pyrazine represents
a cautionary tale, as non-negligible double excitation character causes the SOCMEs and
their gradients to differ between the DFT/MRCI and TDDFT calculations. In summary,
the Spoiler approach proves to be an inexpensive route to accurate ISC rate constants as
long as TDDFT is able to properly describe the system. States that can typically not be
described by TDDFT are charge-transfer states, Rydberg states and states with important
double excitations.

Long- and short-range EET processes as well as methodologies to obtain EET rate constants
were discussed. Herein FRET is a long-range EET process transfering excitons between
singlet states or mediating triplet-singlet EET. At small distances Dexter and short-range
electron transfer processes contribute additionally to EET. Within this work the existing
EET programs were redesigned into one system improving their usability and new program
components were developed to allow an easier manipulation of fragment and dimer geome-
tries. Additionally, diabatization approaches like Boys, BoysOV and ER diabatization were
implemented as well as the extension of the MTD method to TEET incorporating short-range
orthogonality corrections. The MTD and diabatization approaches were tested against ex-
perimental154 and theoretical79 TEET studies of a group of bridged donor-acceptor systems.
In contrast to the diabatization approaches, which agreed very well with the experiment, the
MTD approach suggested, that short-range contributions were missing in the methodology.
The missing contributions turned out to originate from short-range electron transfer processes
which are difficult to obtain within a fragment approach. To treat these contributions the
MTD-TI approach was implemented following the TDFI-TI method by Fujimoto.23 Within
the MTD-TI approach, the Davydov splitting can be reproduced for SEET and TEET in sim-
ple systems like the ethylene dimer. While the MTD-TI approach can in principle be applied
to more complex systems, determination of the charge-transfer state’s excitation energies is
limited to a HOMO-LUMO picture. To move beyond the MTD-TI approach, the excitation
energies have to be obtained outside of Koopman’s theorem and the electronic couplings need
to be evaluated more efficiently. Currently, the follow-up PhD project investigates the use of
Dyson orbitals for this purpose. Besides the excitonic coupling, the EET rate constant draws
its strength from the FC weighted density of states which is typically determined by the
spectral overlap integral. Theoretical determination of the spectral overlap integral requires
very accurate spectra to hinder small errors in the spectra to have tremendous effects on the
EET rate constant.
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A Appendix

A.1 Spoiler 2022 Benchmark: Computational Data

Table A.1: SOCME Benchmark in cm−1

Transition DFT/MRCI TDDFT TDA PySOC
ALL

MN ALR
MN ARL

MN ARR
MN Aaver

MN

formaldehyde
1nπ∗/3ππ∗ 52 45 43 46 44 44 44 45
1nπ∗/3nπ∗ 0 0 0 0 0 0 0 0

acetone
1nπ∗/3ππ∗ 52 44 42 44 43 43 43 44
1nπ∗/3nπ∗ 0 0 0 0 0 0 0 0

thymine
1gs/3ππ∗ 4 5 5 6 6 5 5 4
1gs/3nπ∗ 40 39 39 42 42 41 41 38
1nπ∗/3ππ∗ 31 21 21 22 21 21 21 21
1nπ∗/3nπ∗ 5 1 1 1 1 1 3 1

2-thiothymine
1gs/3ππ∗ 129 97 97 108 108 102 121 97
1gs/3nπ∗ 117 143 143 152 152 147 134 143
1nπ∗/3ππ∗ 124 138 135 132 129 133 109 137
1nπ∗/3nπ∗ 67 77 79 64 66 71 105 78

4-thiothymine
1gs/3ππ∗ 6 1 1 2 2 2 2 2
1gs/3nπ∗ 135 133 133 139 139 136 135 133
1nπ∗/3ππ∗ 164 142 141 143 142 142 142 142
1nπ∗/3nπ∗ 7 2 2 2 2 2 2 2

2,4-thiothymine
1gs/3ππ∗ 15 3 2 3 3 3 2 2
1gs/3nπ∗ 135 134 134 140 140 137 137 134
1nπ∗/3ππ∗ 163 138 137 139 137 138 137 138
1nπ∗/3nπ∗ 17 3 3 3 3 3 3 4
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Table A.2: SOCME Benchmark in cm−1 [cont.]

Transition DFT/MRCI TDDFT TDA PySOC
ALL

MN ALR
MN ARL

MN ARR
MN Aaver

MN

psoralenOO

S0/T1 0 0 0 0 0 0 0 1
S0/T4 48 45 45 48 48 46 46 43
S1/T1 0 0 0 0 0 0 0 1
S1/T2 0 0 0 0 0 0 0 0
S1/T3 0 0 0 0 0 0 0 0
S1/T4 11 8 8 8 8 8 7 8
S3/T1 27 19 19 19 19 19 19 19

psoralenOS

S0/T1 0 0 0 0 0 0 0 1
S0/T4 75 71 71 80 80 75 76 70
S1/T1 0 0 0 0 0 0 0 0
S1/T2 0 0 0 0 0 0 0 0
S1/T3 0 0 0 0 0 0 0 0
S1/T4 34 36 37 36 37 36 36 37
S2/T1 7 10 9 13 13 11 29 10

psoralenSO

S0/T1 0 0 0 0 0 0 0 0
S0/T5 47 44 44 47 47 45 45 42
S1/T1 0 0 0 0 0 0 0 1
S1/T2 0 0 0 0 0 0 0 0
S1/T3 0 0 0 0 0 0 0 0
S1/T5 7 5 5 5 5 5 4 4
S3/T1 25 16 16 17 17 17 18 16

BODIPY

S0/T1 1 1 1 1 1 1 1 1
S1/T1 0 0 0 0 0 0 0 0
S1/T2 0 0 0 0 0 0 0 0

Table A.3: Wave function coefficients and amplitudes of the low-lying states in formaldehyde

State DFT/MRCI TDDFT TDA
E [eV] Excitations E [eV] Excitations E [eV] Excitations

S1 3.97 94.5 nH → π∗
L 4.02 99.7 nH → π∗

L 4.04 99.7 nH → π∗
L

2.4 πH−1nH → π∗
L
2

1.4 nH → π∗
L+5

1.1 nH−3 → π∗
L

T1 3.62 95.6 nH → π∗
L 3.29 98.5 nH → π∗

L 3.35 98.6 nH → π∗
L

1.5 πH−1nH → π∗
L
2

1.5 nH → π∗
L+5

T2 5.83 97.5 πH−1 → π∗
L 5.60 99.5 πH−1 → π∗

L 6.00 99.5 πH−1 → π∗
L

2.1 πH−1 → π∗
L+5

132



Table A.4: Wave function coefficients and amplitudes of the low-lying states in acetone

State DFT/MRCI TDDFT TDA
E [eV] Excitations E [eV] Excitations E [eV] Excitations

S1 4.50 92.0 nH → π∗
L 4.48 99.3 nH → π∗

L 4.50 99.2 nH → π∗
L

1.9 πH−1nH → π∗
L
2

1.6 nH−7 → π∗
L

1.2 nH → Ry∗L+4

T1 4.20 93.3 nH → π∗
L 3.84 99.1 nH → π∗

L 3.89 99.0 nH → π∗
L

1.3 nH−7 → π∗
L

1.2 nH → Ry∗L+4

1.2 πH−1nH → π∗
L
2

T2 6.07 89.4 πH−1 → π∗
L 5.72 92.6 πH−1 → π∗

L 6.04 93.5 πH−1 → π∗
L

6.8 πH−6 → π∗
L 3.8 nH−6 → π∗

L 3.3 nH−6 → π∗
L

1.1 πH−1 → Ry∗L+4 1.8 nH−7 → π∗
L 1.5 nH−7 → π∗

L

Table A.5: Wave function coefficients and amplitudes of the low-lying states in thymine

State DFT/MRCI TDDFT TDA
E [eV] Excitations E [eV] Excitations E [eV] Excitations

S1 3.81 66.4 nH−1 → π∗
L 3.93 96.1 nH−1 → π∗

L 3.94 97.0 nH−1 → π∗
L

5.1 nH−1πH → π2
L
∗

1.3 πH → π∗
L

4.6 πH−2 → π∗
L

4.5 nH−3 → π∗
L

3.8 πH → π∗
L

2.0 nH−1 → π∗
L+1

1.3 nH−1πH → π∗
Lπ

∗
L+1

1.1 nH−1πH → π∗
Lπ

∗
L+1

1.0 nH−3πH → π∗
L
2

1.0 nH−1 → π2
L+6

T1 2.19 95.3 πH → π∗
L 1.87 97.0 πH → π∗

L 2.15 97.5 πH → π∗
L

1.0 πH−4 → π∗
L

1.0 πH−8 → π∗
L

T2 3.69 71.3 nH−1 → π∗
L 3.60 93.3 nH−1 → π∗

L 3.63 94.0 nH−1 → π∗
L

4.7 nH−3 → π∗
L 1.9 nH−1 → π∗

L+1 1.8 nH−1 → π∗
L+1

4.5 nH−1πH → π2
L
∗

1.4 πH−2 → π∗
L 1.0 nH−3 → π∗

L
3.8 πH−2 → π∗

L
2.1 nH−1 → π∗

L+1
1.6 nH−1πH → π∗

Lπ
∗
L+1

1.5 nH−1 → π2
L+6

Table A.6: Wave function coefficients and amplitudes of the low-lying states in 2-thiothymine

State DFT/MRCI TDDFT TDA
E [eV] Excitations E [eV] Excitations E [eV] Excitations

S1 2.09 47.3 n/πH−1 → π∗
L 3.13 73.8 n/πH−1 → π∗

L 3.36 63.8 n/πH−1 → π∗
L

41.2 n/πH → π∗
L 18.7 n/πH → π∗

L 18.0 n/πH → π∗
L

1.5 π/nH−2 → π∗
L 3.2 n/πH → π∗

L+1 7.7 n/πH−1 → π∗
L+1

1.3 π/nH−2n/πH → π∗
L
2 2.5 n/πH−2 → π∗

L

1.2 n/πH−1
2 → π∗

L
2 1.7 n/πH → π∗

L+1

1.0 n/πH
2 → π∗

L
2 1.3 n/πH−3 → π∗

L
1.1 nH−5 → π∗

L
S2 2.84 43.0 n/πH → π∗

L 2.26 77.9 n/πH → π∗
L 2.29 75.4 n/πH → π∗

L
41.2 n/πH−1 → π∗

L 21.1 n/πH−1 → π∗
L 23.4 n/πH−1 → π∗

L
1.9 π/nH−2π/nH → π∗

L
2

1.5 n/πH → π∗
L+1

1.2 n/πH−1n/πH → π∗
L
2

T1 1.79 81.0 n/πH → π∗
L 1.67 64.3 n/πH → π∗

L 1.80 88.0 n/πH → π∗
L

7.2 n/πH−1 → π∗
L 32.2 n/πH−1 → π∗

L 9.5 n/πH−1 → π∗
L

3.9 π/nH−2 → π∗
L 2.0 π/nH−2 → π∗

L 1.2 π/nH−2 → π∗
L

1.3 n/πH−1n/πH → π∗
L
2

T2 2.05 84.3 n/πH−1 → π∗
L 1.88 64.5 n/πH−1 → π∗

L 1.96 87.8 n/πH−1 → π∗
L

7.2 n/πH → π∗
L 33.9 n/πH → π∗

L 10.2 n/πH → π∗
L

1.2 π/nH−2 → π∗
L
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Table A.7: Wave function coefficients and amplitudes of the low-lying states in 4-thiothymine

State DFT/MRCI TDDFT TDA
E [eV] Excitations E [eV] Excitations E [eV] Excitations

S1 2.41 87.5 nH → π∗
L 2.51 99.3 nH → π∗

L 2.52 99.3 nH → π∗
L

6.7 πH−1nH → π∗
L
2

1.1 nH → πL+1

T1 2.27 94.7 πH−1 → π∗
L 2.10 98.0 πH−1 → π∗

L 2.29 98.4 πH−1 → π∗
L

T2 2.30 88.5 nH → π∗
L 2.20 98.4 nH → π∗

L 2.22 98.2 nH → π∗
L

5.3 πH−1nH → π∗
L
2 1.1 nH → πL+1

1.4 nH → πL+1

Table A.8: Wave function coefficients and amplitudes of the low-lying states in 2,4-thiothymine

State DFT/MRCI TDDFT TDA
E [eV] Excitations E [eV] Excitations E [eV] Excitations

S1 2.28 56.7 nH → π∗
L 2.48 85.7 nH → π∗

L 2.49 86.0 nH → π∗
L

28.5 nH−3 → π∗
L 13.3 nH−3 → π∗

L 13.0 nH−3 → π∗
L

3.0 πH−2nH → π∗
L
2

1.9 nH−3πH−2 → π∗
L
2

1.4 πH−1 → π∗
L

T1 2.17 55.2 nH → π∗
L 2.17 78.3 nH → π∗

L 2.19 78.7 nH → π∗
L

28.4 nH−3 → π∗
L 19.3 nH−3 → π∗

L 19.1 nH−3 → π∗
L

2.9 πH−1 → π∗
L 1.0 nH → πL+1

2.3 πH−2nH → π∗
L
2

1.6 πH−2 → π∗
L

1.5 nH−3πH−2 → π∗
L
2

T2 2.25 71.9 πH−2 → π∗
L 2.08 86.0 πH−2 → π∗

L 2.28 84.9 πH−2 → π∗
L

18.6 πH−1 → π∗
L 11.5 πH−1 → π∗

L 12.9 πH−1 → π∗
L

2.2 nH → π∗
L

1.4 nH−3 → π∗
L
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Table A.9: Wave function coefficients and amplitudes of the low-lying states in psoralenOO

State DFT/MRCI TDDFT TDA
E [eV] Excitations E [eV] Excitations E [eV] Excitations

S1 3.85 77.6 πH → πL 3.82 91.5 πH → πL 3.91 85.1 πH → πL

6.3 πH−1 → πL+1 4.0 πH−1 → πL+1 7.2 πH−1 → πL+1

1.3 πHπH → πL
2 3.3 πH−1 → πL 5.5 πH−1 → πL

S3 4.48 69.4 nH−2 → πL 4.51 94.9 nH−2 → πL 4.52 95.0 nH−2 → πL

9.2 nH−2 → πL+2 2.9 nH−2 → πL+2 2.8 nH−2 → πL+2

2.7 nH−2 → πL+1 1.1 nH−2 → πL+1 1.0 nH−2 → πL+1

2.5 nH−2 → πL+3

1.9 nH−2 → πL+12

1.4 nH−2πH−1 → πL
2

T1 2.99 47.7 πH−1 → πL 2.85 61.5 πH−1 → πL 3.20 47.1 πH−1 → πL

33.7 πH → πL 25.0 πH → πL 31.1 πH → πL

3.8 πH → πL+1 6.4 πH → πL+1 14.7 πH → πL+1

3.5 πH−4 → πL 2.9 πH−4 → πL 2.0 πH−1 → πL+1

1.1 πH−3 → πL 1.1 πH−4 → πL

1.0 πH−1 → πL+2

T2 3.30 39.5 πH → πL 3.03 62.2 πH → πL 3.02 60.8 πH → πL

21.8 πH → πL+1 16.8 πH → πL+1 33.9 πH−1 → πL

17.6 πH−1 → πL 12.5 πH−1 → πL 1.4 πH−4 → πL

8.6 πH−1 → πL+1 3.4 πH−1 → πL+1

2.1 πH−3 → πL+3 1.3 πH−3 → πL+3

1.2 πH−1 → πL+2

T3 3.78 54.1 πH → πL+1 3.68 63.9 πH → πL+1 3.78 75.1 πH → πL+1

18.1 πH−1 → πL 17.4 πH−1 → πL 12.5 πH−1 → πL

7.8 πH → πL 7.9 πH → πL 3.9 πH → πL

3.0 πH → πL+2 2.5 πH → πL+2 1.8 πH−1 → πL+1

2.2 πH−3 → πL 2.1 πH−1 → πL+1 1.8 πH → πL+2

1.2 πH−1 → πL+2 1.3 πH−4 → πL 1.1 πH−3 → πL+3

1.0 πH−3 → πL+3 1.2 πH−3 → πL+3

T4 4.31 68.5 nH−2 → πL 4.15 89.7 nH−2 → πL 4.18 90.2 nH−2 → πL

10.7 nH−2 → πL+2 6.3 nH−2 → πL+2 5.9 nH−2 → πL+2

3.0 nH−2 → πL+3 1.4 nH−2 → πL+3 1.3 nH−2 → πL+3

2.6 nH−2 → πL+1 1.1 nH−2 → πL+1 1.1 nH−2 → πL+1

2.5 nH−2 → πL+12 1.0 nH−2 → πL+9

1.0 nH−2πH−1 → πL
2
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Table A.10: Wave function coefficients and amplitudes of the low-lying states in psoralenOS

State DFT/MRCI TDDFT TDA
E [eV] Excitations E [eV] Excitations E [eV] Excitations

S1 3.52 79.7 πH → πL 3.56 95.0 πH → πL 3.66 90.2 πH → πL

3.8 πH−1 → πL+1 2.5 πH−1 → πL+1 4.9 πH−1 → πL+1

1.4 πH−3 → πL 1.9 πH−1 → πL

1.0 πH
2 → πL

2

S2 3.83 72.7 nH−2 → πL 3.91 95.3 nH−2 → πL 3.92 95.3 nH−2 → πL

8.9 nH−2 → πL+2 3.3 nH−2 → πL+2 3.2 nH−2 → 12a′

1.4 nH−2πH−1 → πL
2

1.3 nH−2 → πL+4

1.1 nH−6 → πL

1.1 nH−2 → πL+1

1.1 nH−2 → πL+11

T1 2.89 44.2 πH → πL 2.76 48.7 πH−1 → πL 3.09 62.9 πH−1 → πL

38.6 πH−1 → πL 40.2 πH → πL 14.5 πH → πL

3.6 πH−4 → πL 5.1 πH → πL+1 14.3 πH → πL+1

2.4 πH → πL+1 2.7 πH−4 → πL 2.0 πH−4 → πL

1.2 πH−1 → πL+2

T2 3.15 34.2 πH → πL 2.90 50.9 πH → πL 2.88 80.4 πH → πL

27.9 πH−1 → πL 22.5 πH−1 → πL 16.0 πH−1 → πL

17.6 πH → πL+1 17.2 πH → πL+1

4.1 πH−1 → πL+1 1.8 πH−1 → πL+2

1.7 πH−3 → πL+1 1.7 πH−1 → πL+1

1.4 πH−1 → πL+2 1.7 πH−3 → πL+1

1.3 πH−3 → πL+4

T3 3.47 58.3 πH → πL+1 3.37 63.9 πH → πL+1 3.49 74.9 πH → πL+1

16.4 πH−1 → πL 19.1 πH−1 → πL 13.7 πH−1 → πL

4.9 πH → πL 5.0 πH → πL 2.1 πH−1 → πL+1

3.3 πH−3 → πL 2.3 πH−4 → πL 2.1 πH−3 → πL

1.8 πH−1 → πL+1 2.2 πH−1 → πL+1 1.8 πH → πL

1.5 πH−4 → πL 2.2 πH−3 → πL 1.1 πH−4 → πL

1.1 πH−3 → πL+4 1.0 πH−3 → πL+3 1.0 πH−3 → πL+1

1.0 πH−3 → πL+1 1.0 πH−3 → πL+1

T4 3.65 72.1 nH−2 → πL 3.55 90.7 nH−2 → πL 3.59 91.1 nH−2 → πL

10.5 nH−2 → πL+2 6.7 nH−2 → πL+2 6.3 nH−2 → πL+2

1.6 nH−2 → πL+4

1.4 nH−2 → πL+11

1.1 nH−6 → πL

1.0 nH−2 → πL+1
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Table A.11: Wave function coefficients and amplitudes of the low-lying states in psoralenSO

State DFT/MRCI TDDFT TDA
E [eV] Excitations E [eV] Excitations E [eV] Excitations

S1 3.71 68.3 πH → πL 3.64 96.1 πH → πL 3.72 93.0 πH → πL

7.6 πH−1 → πL+1 2.6 πH−1 → πL+1 4.4 πH−1 → πL+1

6.3 πH−1 → πL

1.7 πH−1πH → πL
2

1.4 πH → πL+1

1.0 πH → πL+2

S3 4.45 69.1 nH−3 → πL 4.47 94.3 nH−3 → πL 4.48 95.3 nH−3 → πL

10.0 nH−3 → πL+2 3.1 nH−3 → πL+2 3.0 nH−3 → πL+2

3.7 nH−3 → πL+4

1.9 nH−3 → πL+12

1.6 nH−3πH−1 → πL
2

T1 2.95 71.6 πH−1 → πL 2.76 64.5 πH−1 → πL 2.98 76.2 πH−1 → πL

6.7 πH−2 → πL 11.4 πH → πL+1 7.9 πH → πL

4.5 πH → πL+1 10.2 πH → πL 5.4 πH → πL+1

3.0 πH−4 → πL 5.7 πH−2 → πL 4.5 πH−2 → πL

2.2 πH → πL 1.7 πH−4 → πL 1.5 πH−4 → πL

1.8 πH−4 → πL+2 1.4 πH−1 → πL+1

1.3 πH−1 → πL+1 1.2 πH−4 → πL+2

T2 3.19 57.9 πH → πL 2.99 65.3 πH → πL 3.07 78.6 πH → πL

20.1 πH → πL+1 20.4 πH−1 → πL 12.6 πH−1 → πL

6.2 πH−1 → πL 8.8 πH → πL+1 4.7 πH → πL+1

1.3 πH → πL+2

1.1 πH−4 → πL

T3 3.54 57.3 πH → πL+1 3.42 68.9 πH → πL+1 3.54 81.8 πH → πL+1

20.2 πH → πL 18.4 πH → πL 8.3 πH → πL

4.7 πH−1 → πL+1 3.3 πH−1 → πL 2.5 πH−1 → πL

2.0 πH → πL+2 2.1 πH−1 → πL+1 1.8 πH−1 → πL+1

1.3 πH−2 → πL 1.1 πH → πL+2

1.2 πH−1 → πL 1.1 πH−2 → πL

T5 4.27 68.0 nH−3 → πL 4.11 89.8 nH−3 → πL 4.15 90.3 nH−3 → πL

11.5 nH−3 → πL+2 6.4 nH−3 → πL+2 6.1 nH−3 → πL+2

4.5 nH−3 → πL+4 2.2 nH−3 → πL+4 2.1 nH−3 → πL+4

2.4 nH−3 → πL+12 1.0 nH−3 → πL+9

1.1 nH−3πH−1 → πL
2

Table A.12: Wave function coefficients and amplitudes of the low-lying states in BODIPY

State DFT/MRCI TDDFT TDA
E [eV] Excitations E [eV] Excitations E [eV] Excitations

S1 2.27 85.3 πH → πL 2.58 96.4 πH → πL 2.88 88.3 πH → πL

1.3 πH−1πH → πL
2 1.2 πH−2 → πL 3.6 πH → πL+1

1.0 πH → πL+1 3.6 πH−2 → πL

T1 1.42 89.9 πH → πL 1.34 97.7 πH → πL 1.46 98.1 πH → πL

T2 2.77 70.4 πH−1 → πL 2.70 86.7 πH−1 → πL 2.76 89.2 πH−1 → πL

6.6 πH → πL+1 3.5 πH → πL+1 3.7 πH → πL+1

2.8 πH−5 → πL 2.1 πH−5 → πL 1.6 πH−5 → πL

2.7 πH−1 → πL+2 1.3 πH → πL+2 1.0 πH → πL+2

2.6 πH → πL+2 1.1 πH−1 → πL+2

1.7 πH → πL+3 1.0 πH−2 → πL

1.6 πH−4 → πL 1.0 πH−4 → πL
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Table A.13: Wave function coefficients and amplitudes of the low-lying states in TXB at the S0
geometry

State DFT/MRCI TDDFT TDA
E [eV] Excitations E [eV] Excitations E [eV] Excitations

S1 3.46 88.2 πH → πL 3.11 98.8 πH → πL 3.14 98.2 πH → πL

T1 2.91 63.5 πH → πL 2.69 78.7 πH → πL 2.80 89.2 πH → πL

19.3 πH → πL+1 12.3 πH → πL+1 6.2 πH → πL+1

2.2 πH−5 → πL+1 1.5 πH−3 → πL+5

1.7 πH−4 → πL+1 1.3 πH−5 → πL+1

1.2 πH−5 → πL

T2 3.01 55.1 πH−1 → πL 2.85 67.6 πH−1 → πL 3.00 76.3 πH−1 → πL

10.4 πH−2 → πL 11.0 πH−3 → πL+1 10.6 πH−3 → πL

9.7 πH−5 → πL+2 5.8 πH5 → πL+2 3.9 πH−5 → πL+2

8.2 πH−3 → πL 3.7 πH−2 → πL 3.3 πH−2 → πL

2.6 πH−1 → πL+1 2.6 πH−2 → πL+3 1.1 πH−1 → πL+1

1.5 πH−2 → πL+3 1.9 πH−1 → πL+1

1.4 πH → πL+2 1.8 πH−4 → πL+4

1.0 πH → πL+2

Table A.14: Wave function coefficients and amplitudes of the low-lying states in pyrazine at the S0
geometry

State DFT/MRCI TDDFT TDA
E [eV] Excitations E [eV] Excitations E [eV] Excitations

S1 3.84 92.2 nH → πL 3.79 99.6 nH → πL 3.84 99.5 nH → πL

3.0 nH−3πH−2 → πL
2 4.2 nH−2 → πL+7

1.1 nH−3 → πL+7

T1 3.39 92.2 nH → πL 3.00 98.0 nH → πL 3.08 98.0 nH → πL

2.0 nH−3 → πL+7 1.6 nH−2 → πL+7 1.5 nH−2 → πL+7

1.6 nH−3πH−2 → πL
2

T2 4.15 72.3 πH−1 → πL+1 3.83 64.8 πH−1 → πL+1 4.29 99.5 πH−1 → πL

22.4 πH−2 → πL 31.9 πH−3 → πL

1.6 πH−5 → πL+7 2.2 πH−5 → πL+7

Table A.15: Wave function coefficients and amplitudes of the low-lying states in porphyrin at the
S0 geometry

State DFT/MRCI TDDFT TDA
E [eV] Excitations E [eV] Excitations E [eV] Excitations

S1 1.94 44.6 πH → πL 2.29 61.6 πH → πL 2.35 57.2 πH → πL

35.0 πH−1 → πL+1 37.3 πH−1 → πL+1 41.2 πH−1 → πL+1

1.4 πH−1πH → πLπL+2

1.3 πH−6πH−1 → πLπL+1

T1 1.63 80.3 πH → πL 1.28 74.5 πH → πL 1.69 86.3 πH → πL

5.2 πH−1 → πL+1 20.7 πH−1 → πL+1 10.3 πH−1 → πL+1

1.1 πH−6 → πL+2 1.9 πH−6 → πL+2 1.3 πH−6 → πL+2

1.1 πH−6πH → πLπL+1

T2 1.74 66.9 πH → πL+1 1.69 92.6 πH → πL+1 1.83 98.1 πH → πL+1

19.5 πH−1 → πL 4.7 πH−1 → πL

1.6 πH−1πH → πL+1πL+2
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A.2 Derivation Of Matrix Elements For Excitonic Cou-

plings
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j
i − δkiÊ
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i)

∣∣∣∣1ΨD∗A

〉
(A.2)

=
1

2

(
2Viljk − Vlijk − Vilkj + 2Vlikj

)
= 2Vikjl − Viklj

〈
3ΨDA∗

∣∣∣∣∑
ij

hijÊ
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k
l Ê
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j
i +

1

2

∑
ijkl

Vikjl(Ê
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iÊ

i
l − δllÊi
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i)

+ Vkiik(Ê
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k) + Vkllk(Ê
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lÊ

i
i − δliÊi
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lÊ

k
k − δlkÊk
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l
lÊ

l
l − δllÊl
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i)

∣∣∣∣3ΨD+A−

〉
(A.19)

= hii + 2hkk + hll +
1

2

(
2Vikik + Vilil − Vikki − Villi − Vkiik + 2Vkiki + 2Vkkkk

+ 2Vklkl − Vkllk − Vliil − Vlkkl + Vlili + 2Vlklk

)
= hii + 2hkk + hll + 2Vikik + Vilil − Vikki − Villi + Vkkkk + 2Vklkl − Vkllk

〈
1,3ΨD−A+

∣∣∣∣∑
ij

hijÊ
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l
iÊ
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i
kÊ
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k ) + Vkjjk(Ê
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k
k Ê
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A.3 TEET Donor-Bridge-Acceptor Systems: Compu-

tational Data

Table A.16: C-1,3ea ground state geometry [Å] optimized at PBE0/6-31G** level of theory.

Element x y z
C -0.8351260 -2.8486990 -0.5209900
C -0.3837950 -3.4416390 0.8166770
C -3.0371000 -4.0414650 -0.2629390
C -2.5438190 -4.6585780 1.0403510
C -1.0217890 -4.8097830 1.0951630
H -3.0374300 -5.6155470 1.2293170
H -2.8382460 -4.0046830 1.8695950
H -0.6693240 -2.7587330 1.6252240
H 0.7059700 -3.5039980 0.8429240
C -0.1371510 -1.5501880 -0.8259590
C -0.2994240 -0.4304330 -0.0104640
C 0.3453070 0.7574880 -0.3052440
C 1.1685080 0.8546610 -1.4230890
C 1.3393510 -0.2577470 -2.2437200
C 0.6932020 -1.4410340 -1.9437760
H 1.9830190 -0.1704460 -3.1117280
H -0.9383830 -0.4869590 0.8639920
H 0.2120740 1.6247290 0.3349990
C 1.8437510 2.1271370 -1.7218810
O 2.5750890 2.3194920 -2.6601260
H 1.6290100 2.9414290 -0.9955830
C -0.4491860 -5.9184760 0.2213530
H -0.7611830 -5.0769430 2.1274080
C -1.2708020 -6.8772560 -0.4167680
C -0.7419160 -7.8978880 -1.1591820
C 0.6512930 -8.0384130 -1.3177660
C 1.4948050 -7.0933720 -0.6753040
C 0.9119720 -6.0560550 0.0818860
C 1.2339540 -9.0757590 -2.0792760
C 2.5924590 -9.1751480 -2.1987600
C 3.4312840 -8.2398190 -1.5599520
C 2.8955170 -7.2249390 -0.8166300
H 0.5839340 -9.7941200 -2.5682350
H 3.0303710 -9.9746930 -2.7853550
H 4.5069690 -8.3286680 -1.6616180
H 3.5408020 -6.5038140 -0.3253830
H 1.5838090 -5.3586780 0.5721490
H -2.3468490 -6.8134670 -0.3185620
H -1.3991920 -8.6170030 -1.6375600
H 0.8283410 -2.3062950 -2.5848390
C -2.3591900 -2.7076560 -0.5417170
H -4.1222210 -3.9073300 -0.2218270
H -2.8403610 -4.7204380 -1.0992930
H -2.6632540 -1.9759200 0.2167150
H -2.6824800 -2.3081660 -1.5073610
H -0.5566960 -3.5607270 -1.3073850
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Table A.17: C-1,3ee ground state geometry [Å] optimized at PBE0/6-31G** level of theory.

Element x y z
C -1.2777240 -1.2645940 -0.9075230
C -0.3805520 -2.3981850 -0.4018260
C -3.2651490 -2.4153510 0.1314320
C -2.3693250 -3.5429130 0.6227110
C -1.1445680 -3.7191180 -0.2771510
H -2.9268020 -4.4826520 0.6734410
H -2.0359330 -3.3248770 1.6444010
H 0.0326150 -2.1276450 0.5767780
H 0.4740010 -2.5248990 -1.0730410
C -0.5182450 0.0246000 -1.0759730
C 0.0774590 0.6621780 0.0118760
C 0.7722360 1.8463560 -0.1573880
C 0.8880420 2.4222750 -1.4189460
C 0.2972160 1.7944030 -2.5126750
C -0.3947120 0.6120740 -2.3369280
H 0.3941870 2.2520420 -3.4906840
H -0.0021110 0.2278450 1.0023900
H 1.2334740 2.3354450 0.6956850
C 1.6307630 3.6822800 -1.5797680
O 1.7891300 4.2637180 -2.6232420
H 2.0581290 4.0863350 -0.6360640
C -0.2503660 -4.8479460 0.1720740
H -1.5116680 -3.9778360 -1.2793300
C -0.0043410 -5.9379250 -0.6931390
C 0.8025560 -6.9774060 -0.3214000
C 1.4203610 -6.9954800 0.9467550
C 1.1839710 -5.9063740 1.8292770
C 0.3451200 -4.8523300 1.4093630
C 2.2599170 -8.0506330 1.3678410
C 2.8406120 -8.0312200 2.6057140
C 2.6072770 -6.9522830 3.4815070
C 1.7991940 -5.9165480 3.1019610
H 2.4368310 -8.8793750 0.6899440
H 3.4833150 -8.8462870 2.9183080
H 3.0728560 -6.9470610 4.4605700
H 1.6189580 -5.0852620 3.7759580
H 0.1780640 -4.0305910 2.0997660
H -0.4709050 -5.9429380 -1.6733240
H 0.9771930 -7.8047020 -1.0017150
H -0.8535030 0.1253060 -3.1916910
C -2.5004930 -1.1064070 0.0000910
H -4.1143470 -2.2866190 0.8089490
H -3.6870820 -2.6867070 -0.8443380
H -2.1718160 -0.7748820 0.9924570
H -3.1508060 -0.3184240 -0.3909760
H -1.6437600 -1.5556790 -1.9007940
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Table A.18: C-1,4ea ground state geometry [Å] optimized at PBE0/6-31G** level of theory.

Element x y z
C -0.7899970 -3.0564190 -0.5165160
C -2.1298470 -2.6382010 0.0946320
C -0.3072500 -4.3769770 0.0644420
C -3.1616600 -3.7532700 -0.0988950
C -2.6580740 -5.0868510 0.4409060
H -3.3910070 -3.8381260 -1.1657070
H -4.0972590 -3.4792390 0.3980530
C -1.3135520 -5.5156110 -0.1508560
H -3.4131900 -5.8649190 0.2995870
H -2.5259360 -4.9967710 1.5253930
H -0.1518140 -4.2590360 1.1436500
H 0.6672010 -4.6339620 -0.3559370
C -2.6194190 -1.3185130 -0.4380000
C -2.8199130 -0.2403730 0.4196520
C -3.2745590 0.9762170 -0.0619080
C -3.5387280 1.1391060 -1.4166050
C -3.3408760 0.0662540 -2.2856210
C -2.8879740 -1.1427680 -1.7999440
H -3.5499680 0.2070510 -3.3400500
H -2.6157400 -0.3599920 1.4787490
H -3.4274920 1.8106010 0.6163850
C -4.0220630 2.4366780 -1.9133340
O -4.2823930 2.6847500 -3.0634960
H -4.1391890 3.2134920 -1.1262030
C -1.3655410 -5.9938470 -1.5956740
H -0.9625110 -6.3731780 0.4371830
C -2.5849630 -6.2107770 -2.2792180
C -2.6157930 -6.6851610 -3.5626010
C -1.4272160 -6.9829030 -4.2585740
C -0.1920060 -6.7850990 -3.5856050
C -0.2016790 -6.2936960 -2.2638790
C -1.4188320 -7.4716210 -5.5839590
C -0.2398010 -7.7549220 -6.2157690
C 0.9867900 -7.5622780 -5.5486790
C 1.0095580 -7.0896230 -4.2659070
H -2.3658540 -7.6193610 -6.0928380
H -0.2435700 -8.1296110 -7.2329750
H 1.9153360 -7.7907530 -6.0595120
H 1.9537110 -6.9401610 -3.7520980
H 0.7571620 -6.1662530 -1.7711340
H -3.5242000 -6.0048220 -1.7820860
H -3.5677180 -6.8397550 -4.0605230
H -2.7378320 -1.9685890 -2.4870710
H -0.0452920 -2.2740760 -0.3429560
H -0.8961890 -3.1513900 -1.6028150
H -1.9732820 -2.5159860 1.1746540
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Table A.19: C-1,4ee ground state geometry [Å] optimized at PBE0/6-31G** level of theory.

Element x y z
C -1.0386040 -1.9346140 -0.8544640
C -2.2192060 -1.7192230 0.0964820
C -0.3055090 -3.2343890 -0.5559520
C -3.1599230 -2.9263480 0.0475570
C -2.4246960 -4.2251250 0.3451690
H -3.6176520 -2.9862740 -0.9471270
H -3.9806890 -2.7846280 0.7569140
C -1.2438570 -4.4422600 -0.6036190
H -3.1134700 -5.0723140 0.2782150
H -2.0563820 -4.2080110 1.3779060
H 0.1525940 -3.1752900 0.4386040
H 0.5154990 -3.3757460 -1.2648870
C -2.9379830 -0.4237750 -0.1696880
C -2.9879930 0.5696760 0.8043580
C -3.6471520 1.7648450 0.5680810
C -4.2721290 1.9912190 -0.6523870
C -4.2288830 1.0034970 -1.6360270
C -3.5708170 -0.1844210 -1.3943590
H -4.7205180 1.1930150 -2.5835250
H -2.5023730 0.4003920 1.7599380
H -3.6795630 2.5326650 1.3355510
C -4.9685710 3.2652770 -0.8897320
O -5.5413630 3.5616210 -1.9076490
H -4.9354510 3.9723570 -0.0321590
C -0.5247660 -5.7416590 -0.3410930
H -1.6509960 -4.4977960 -1.6221530
C -0.4844450 -6.7385770 -1.3419430
C 0.1578190 -7.9288100 -1.1400210
C 0.8058050 -8.2023280 0.0828570
C 0.7749350 -7.2102560 1.1006060
C 0.1019860 -5.9947680 0.8542960
C 1.4797270 -9.4190030 0.3301310
C 2.0960560 -9.6462150 1.5294710
C 2.0662880 -8.6637940 2.5392160
C 1.4218000 -7.4762360 2.3291330
H 1.4999780 10.1725920 -0.4504890
H 2.6103120 10.5835970 1.7083190
H 2.5582310 -8.8543890 3.4863440
H 1.3984740 -6.7191530 3.1063570
H 0.0910530 -5.2510930 1.6459120
H -0.9771530 -6.5473490 -2.2901850
H 0.1760940 -8.6802040 -1.9228570
H -3.5452910 -0.9436310 -2.1686020
H -0.3499220 -1.0872170 -0.7869340
H -1.4066060 -1.9525660 -1.8873040
H -1.8128680 -1.6621250 1.1148590
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Table A.20: D-2,6ea ground state geometry [Å] optimized at PBE0/6-31G** level of theory.

Element x y z
C -1.6912750 -0.6892360 -0.8303250
C -2.7889630 -1.1367700 0.1590480
C -2.2528100 -1.0855220 1.6041740
C -1.0163870 -1.9839290 1.7477230
C 0.0872120 -1.5593470 0.7587430
C -0.4529690 -1.5977800 -0.6911150
H -1.4023460 0.3667570 -0.6331440
H -2.0827020 -0.7564660 -1.8692980
H -3.0369850 -1.4346710 2.3108110
H -1.9778340 -0.0430180 1.8767230
H -1.3109720 -3.0388560 1.5507270
H -0.6367700 -1.9187610 2.7905390
C 1.3176230 -2.4949200 0.8918510
H 0.3675640 -0.5120690 0.9887260
C 0.6588340 -1.1862030 -1.6739710
H -0.7660920 -2.6393410 -0.9361270
C 1.8417820 -2.1561670 -1.5473910
H 0.9960760 -0.1451970 -1.4735700
H 0.2680080 -1.2331130 -2.7137090
C 2.4466760 -2.1564600 -0.1183270
H 2.6069400 -1.9190270 -2.3135040
H 1.4714600 -3.1797420 -1.7792280
H 0.9747760 -3.5325580 0.6788560
H 1.7168070 -2.4973790 1.9288450
C -4.0473200 -0.3011500 0.0105550
H -3.0385110 -2.1981040 -0.0705920
C -5.2541280 -0.9194580 -0.3614420
C -6.4252810 -0.1703160 -0.4993940
C -6.4151880 1.2119820 -0.2687000
C -5.2123710 1.8362260 0.1023020
C -4.0394970 1.0871280 0.2406660
H -3.1277580 1.5937710 0.5286510
H -5.1780440 2.9027710 0.2863860
H -5.2933840 -1.9860320 -0.5451230
H -7.3414030 -0.6725750 -0.7861900
C -7.6666130 1.9837630 -0.4189400
O -7.6921480 3.1890100 -0.2244630
H -8.5838250 1.4784860 -0.7060170
C 3.2640110 -0.8910810 0.1816230
H 3.1883530 -2.9843210 -0.0673770
C 3.0317080 -0.0512160 1.2942120
C 3.8320020 1.0700010 1.5303630
C 4.8932130 1.3773730 0.6721230
C 5.1536660 0.5437870 -0.4378280
C 4.3443760 -0.5771680 -0.6704570
C 5.7071670 2.4967080 0.9083010
C 6.7713880 2.7840750 0.0485110
C 7.0302410 1.9592180 -1.0491330
C 6.2262400 0.8424800 -1.2940190
H 5.5232280 3.1453610 1.7564250
H 7.3981710 3.6467110 0.2343540
H 7.8565300 2.1849420 -1.7109440
H 6.4432420 0.2135260 -2.1492870
H 4.5682940 -1.2144740 -1.5167130
H 2.2485540 -0.2472120 2.0073270
H 3.6257850 1.6924000 2.3932460
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Table A.21: D-2,6ee ground state geometry [Å] optimized at PBE0/6-31G** level of theory.

Element x y z
C 2.2014940 -0.1842970 -0.7920650
C 2.9646260 0.6746360 0.2197620
C 2.4629890 0.3906710 1.6384960
C 0.9566640 0.5766580 1.7437210
C 0.2014950 -0.2748740 0.7318780
C 0.6942010 0.0061820 -0.6877240
H 2.4406630 -1.2422970 -0.6250000
H 2.5399170 0.0513950 -1.8066050
H 2.9807120 1.0408200 2.3500200
H 2.7230140 -0.6385800 1.9129790
H 0.7063850 1.6327330 1.5768540
H 0.6198720 0.3375000 2.7578120
C -1.3058720 -0.0851950 0.8352510
H 0.4246900 -1.3318500 0.9491190
C -0.0607480 -0.8451460 -1.7000450
H 0.4713980 1.0631790 -0.9050050
C -1.5670300 -0.6592320 -1.5930700
H 0.1898070 -1.9011990 -1.5329500
H 0.2768840 -0.6058280 -2.7140020
C -2.0707290 -0.9422770 -0.1757320
H -2.0850920 -1.3083920 -2.3051470
H -1.8282180 0.3700390 -1.8666880
H -1.5465040 0.9725240 0.6678170
H -1.6447290 -0.3201320 1.8497950
C 4.4559120 0.5090850 0.0977220
H 2.7357520 1.7247430 -0.0038970
C 5.2622390 1.5920390 -0.2417750
C 6.6352050 1.4483460 -0.3563120
C 7.2317960 0.2132450 -0.1326160
C 6.4344980 -0.8791230 0.2083410
C 5.0679770 -0.7291820 0.3207580
H 4.4600130 -1.5873250 0.5862250
H 6.9126510 -1.8368620 0.3801170
H 4.8037850 2.5597060 -0.4180460
H 7.2541710 2.3004000 -0.6218980
C 8.6909960 0.0751440 -0.2581990
O 9.3070440 -0.9462810 -0.0867260
H 9.2180420 1.0146140 -0.5342140
C -3.5653240 -0.7816750 -0.0515350
H -1.8393750 -1.9922930 0.0475630
C -4.3669650 -1.8924970 0.2960400
C -5.7246650 -1.7845900 0.4186770
C -6.3744530 -0.5515500 0.2006490
C -5.5831850 0.5762050 -0.1502370
C -4.1852380 0.4245850 -0.2671380
C -7.7739210 -0.3987400 0.3180190
C -8.3663030 0.8140850 0.0987150
C -7.5833390 1.9328210 -0.2492280
C -6.2263370 1.8157460 -0.3704180
H -8.3727670 -1.2631590 0.5861540
H -9.4411790 0.9197320 0.1916920
H -8.0632350 2.8897090 -0.4209250
H -5.6226320 2.6768890 -0.6383600
H -3.6000850 1.2993170 -0.5358920
H -3.8857620 -2.8503170 0.4680000
H -6.3204280 -2.6512340 0.6866840
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Table A.22: D-2,6ae ground state geometry [Å] optimized at PBE0/6-31G** level of theory.

Element x y z
C 2.4003110 -2.2983560 -0.7443640
C 3.5230950 -2.0273920 0.2924230
C 2.9238490 -2.2120410 1.7121920
C 1.6790720 -1.3288130 1.9488220
C 0.6025430 -1.6144570 0.8885360
C 1.1788920 -1.3822300 -0.5295600
H 2.0686960 -3.3557440 -0.6361450
H 2.7815370 -2.1938950 -1.7802710
H 3.6952190 -2.0319600 2.4905670
H 2.6040560 -3.2724930 1.8200930
H 1.9331200 -0.2526080 1.9082740
H 1.2738950 -1.5398700 2.9621920
C -0.6369460 -0.7257960 1.1123860
H 0.2915360 -2.6804600 0.9860000
C 0.0949180 -1.6766360 -1.5830800
H 1.4969530 -0.3200180 -0.6381430
C -1.1449030 -0.8011180 -1.3547810
H -0.2057930 -2.7467530 -1.5260930
H 0.4963050 -1.4833010 -2.6016840
C -1.7301800 -1.0300080 0.0592340
H -1.8906120 -1.0560690 -2.1367580
H -0.8716860 0.2707410 -1.4764850
H -0.3340000 0.3432940 1.0451840
H -1.0411960 -0.9238840 2.1296000
C 4.2565220 -0.6995570 0.0431370
H 4.3003760 -2.8113530 0.1547960
C 4.8415470 -0.4786300 -1.2213010
C 5.5381500 0.6994760 -1.5013650
C 5.6813550 1.6889300 -0.5228250
C 5.1216410 1.4788310 0.7451550
C 4.4235870 0.3010640 1.0275100
H 4.0398720 0.1931090 2.0282420
H 5.2289260 2.2231480 1.5246490
H 4.7686150 -1.2217200 -2.0035180
H 5.9710680 0.8348760 -2.4852070
C 6.4265960 2.9258400 -0.8376010
O 6.5731230 3.8043520 -0.0020870
H 6.8556710 3.0637600 -1.8252540
C -3.0201680 -0.2298140 0.2443370
H -2.0015240 -2.1043570 0.1705560
C -3.1649140 0.7913040 1.2097650
C -4.3704110 1.4851030 1.3443650
C -5.4619000 1.1746390 0.5249270
C -5.3381540 0.1527190 -0.4437090
C -4.1244360 -0.5373090 -0.5754860
C -6.6774480 1.8643690 0.6574610
C -7.7608870 1.5405360 -0.1643200
C -7.6396180 0.5295570 -1.1211850
C -6.4340300 -0.1634830 -1.2628860
H -6.7899190 2.6501930 1.3949190
H -8.6968930 2.0736980 -0.0587300
H -8.4819730 0.2821740 -1.7543020
H -6.3589090 -0.9446070 -2.0100540
H -4.0412610 -1.3250510 -1.3150990
H -2.3563720 1.0695050 1.8694080
H -4.4491960 2.2644760 2.0932340
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Table A.23: D-2,7ea ground state geometry [Å] optimized at PBE0/6-31G** level of theory.

Element x y z
C 0.6228300 2.0565910 -1.6558520
C 2.1550780 0.2859800 -0.6526340
C 1.4600980 0.5050380 0.7131550
C 0.0001930 0.9650970 0.5308080
C -0.0394830 2.2797030 -0.2841800
H 2.0252870 1.2694360 1.2927070
H 1.4566200 -0.4378380 1.2998360
C -0.6699390 1.1846150 1.9004620
H -0.5527990 0.1659370 -0.0140610
C -1.4881380 2.7671760 -0.4500660
H 0.5277990 3.0654530 0.2663160
C -2.1779830 2.9296790 0.9255860
H -2.0239490 2.0400450 -1.0876480
H -1.4975370 3.7437190 -0.9808210
C -2.1536220 1.6149050 1.7522470
H -3.2171860 3.3027350 0.8089070
H -1.6232170 3.7112270 1.4912740
H -0.1166830 1.9825210 2.4456210
H -0.5824050 0.2692360 2.5191080
C 3.5827810 -0.2229850 -0.4385720
C 3.7740230 -1.4538420 0.2201450
C 5.0577990 -1.9543690 0.4525760
C 6.1854370 -1.2407530 0.0287500
C 6.0097340 -0.0197680 -0.6387440
C 4.7271160 0.4835340 -0.8717320
H 6.8648880 0.5506890 -0.9795650
H 2.9260090 -2.0346360 0.5594920
H 5.1695790 -2.9012900 0.9668450
C 7.5350330 -1.7827690 0.2910110
O 8.5365900 -1.1814480 -0.0649390
H 7.6477320 -2.7283600 0.8120350
C -3.0464600 0.4795230 1.2167230
H -2.5362140 1.8411040 2.7718760
C -3.0293090 -0.7695270 1.8734300
C -3.8060680 -1.8388360 1.4210960
C -4.6363270 -1.6865200 0.3068050
C -4.6959140 -0.4383630 -0.3510490
C -3.9119880 0.6299010 0.1082710
C -5.4154400 -2.7569960 -0.1609640
C -6.2467350 -2.5866160 -1.2716640
C -6.3099890 -1.3503600 -1.9194100
C -5.5392460 -0.2781420 -1.4623000
H -5.3806310 -3.7218540 0.3305220
H -6.8447150 -3.4141150 -1.6309000
H -6.9561570 -1.2223480 -2.7780780
H -5.5999870 0.6725570 -1.9789800
H -4.0026770 1.5699320 -0.4115120
H -2.4074900 -0.9325520 2.7421480
H -3.7551060 -2.7860810 1.9449300
H 4.6534720 1.4294750 -1.3870330
C 2.0741410 1.5956390 -1.4767800
H 0.6114710 3.0017840 -2.2407970
H 0.0598080 1.2858070 -2.2287530
H 1.6020400 -0.4987300 -1.2169880
H 2.6317720 2.4061700 -0.9575920
H 2.5218350 1.4363500 -2.4820820
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Table A.24: D-2,7ee ground state geometry [Å] optimized at PBE0/6-31G** level of theory.

Element x y z
C -1.7843800 3.0675750 -0.4627510
C -2.8590070 0.7986820 -0.5551340
C -1.6323320 0.1155060 0.0761780
C -0.4753040 1.0808560 0.3755900
C -0.4802000 2.2657130 -0.5876910
H -1.2850080 -0.6757360 -0.5969900
H -1.9298880 -0.3876070 1.0013070
C 0.8572240 0.3403820 0.3570430
H -0.6153590 1.4903100 1.3868770
C 0.7359150 3.1597330 -0.3772620
H -0.4162740 1.8524690 -1.6052500
C 2.0478580 2.3936150 -0.4263730
H 0.6431650 3.6479980 0.6020960
H 0.7364340 3.9646110 -1.1202470
C 2.0577890 1.2574400 0.5970710
H 2.8906210 3.0665610 -0.2428410
H 2.1959770 1.9775560 -1.4299180
H 0.9767560 -0.1464000 -0.6195080
H 0.8473040 -0.4650190 1.0993060
C -4.1150870 -0.0096730 -0.3736430
C -4.7762190 -0.5472270 -1.4743490
C -5.9359820 -1.2881230 -1.3154260
C -6.4611270 -1.5047060 -0.0472240
C -5.8080650 -0.9701680 1.0635070
C -4.6521750 -0.2363570 0.8985290
H -6.2290880 -1.1457710 2.0470220
H -4.3735780 -0.3803420 -2.4681530
H -6.4424040 -1.7040580 -2.1815590
C -7.6944060 -2.2916530 0.1061780
O -8.2329680 -2.5373290 1.1558850
H -8.1216760 -2.6647160 -0.8503030
C 3.3576690 0.4926640 0.6152730
H 1.9353810 1.7112740 1.5895040
C 4.1049290 0.4023100 1.8115160
C 5.2825510 -0.2904030 1.8689140
C 5.7941050 -0.9425040 0.7272620
C 5.0552040 -0.8616480 -0.4845210
C 3.8442400 -0.1376400 -0.5035490
C 7.0062310 -1.6677420 0.7453490
C 7.4685310 -2.2862640 -0.3832480
C 6.7372670 -2.2069490 -1.5851460
C 5.5606370 -1.5119190 -1.6335090
H 7.5659340 -1.7260190 1.6732820
H 8.3999170 -2.8403650 -0.3577300
H 7.1129430 -2.7010040 -2.4740740
H 4.9968810 -1.4503110 -2.5588230
H 3.2959890 -0.0898520 -1.4399150
H 3.7285530 0.8979420 2.7010340
H 5.8399830 -0.3457850 2.7984480
H -4.1532700 0.1725340 1.7707480
C -2.9796570 2.2231430 -0.0147730
H -2.0060180 3.5410620 -1.4245160
H -1.6358100 3.8860640 0.2497170
H -2.6870440 0.8786300 -1.6348850
H -3.9151380 2.6803850 -0.3472700
H -3.0287940 2.1863630 1.0786920
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Table A.25: D-2,7ae ground state geometry [Å] optimized at PBE0/6-31G** level of theory.

Element x y z
C 2.2433060 -2.4243920 1.0291850
C 2.9400100 -1.5616680 -1.2817780
C 1.4626770 -1.1534830 -1.5234620
C 0.7260310 -0.8252090 -0.1977880
C 0.7755150 -2.0429700 0.7552540
H 0.9372790 -2.0081290 -2.0061000
H 1.4122070 -0.3055490 -2.2393280
C -0.7307000 -0.4114600 -0.4719340
H 1.2181400 0.0226790 0.3180340
C 0.0352670 -1.7252400 2.0697920
H 0.2658680 -2.9073350 0.2699100
C -1.4186510 -1.3139800 1.7880960
H 0.5515570 -0.8934710 2.5990270
H 0.0427130 -2.6159780 2.7349600
C -1.4521260 -0.0880640 0.8533030
H -1.9177170 -1.0683780 2.7506810
H -1.9578760 -2.1687860 1.3240270
H -1.2551810 -1.2342900 -1.0058610
H -0.7381520 0.4898690 -1.1237920
C 3.8779910 -0.4159660 -0.8624820
C 3.4646290 0.9325570 -0.7507250
C 4.3667110 1.9353140 -0.3878700
C 5.7077130 1.6294000 -0.1354060
C 6.1381910 0.3008530 -0.2589170
C 5.2374770 -0.7045220 -0.6225910
H 7.1732040 0.0377920 -0.0795320
H 2.4537410 1.2457770 -0.9535990
H 4.0145410 2.9572280 -0.3112530
C 6.6425450 2.7097510 0.2428280
O 7.8205190 2.4765110 0.4642200
H 6.2845380 3.7314700 0.3264170
C -2.8698910 0.3883420 0.5973440
H -0.8882680 0.7308550 1.3562610
C -3.2493020 1.6807960 1.0011370
C -4.5419440 2.1523570 0.7666180
C -5.4820260 1.3407900 0.1197370
C -5.1162760 0.0364460 -0.2912120
C -3.8155300 -0.4317160 -0.0477670
C -6.7814170 1.8100090 -0.1267790
C -7.7101440 0.9931280 -0.7771150
C -7.3504860 -0.2944700 -1.1837830
C -6.0595810 -0.7741730 -0.9426830
H -7.0771570 2.8061240 0.1807070
H -8.7107280 1.3595640 -0.9669140
H -8.0740760 -0.9219120 -1.6878760
H -5.7989810 -1.7747280 -1.2664200
H -3.5382530 -1.4294150 -0.3657210
H -2.5414790 2.3320210 1.4989070
H -4.8044550 3.1534100 1.0878490
H 5.6150060 -1.7131040 -0.7196400
C 2.9530320 -2.7565980 -0.2901670
H 2.2772740 -3.3163360 1.6920410
H 2.7743940 -1.5904460 1.5392000
H 3.3515220 -1.9292690 -2.2476940
H 2.4217910 -3.6152440 -0.7582950
H 3.9862590 -3.1014910 -0.0847650
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A.4 The Ethylene Dimer: Computational Data

Table A.26: SEET excitonic couplings in cm−1 at CIS/def-SVP level of theory.

Distance [Å] Coulomb Exchange MTD ET1-HT2 HT1-ET2 MTD-TI Davydov

3.00 5052.40 -1379.92 3672.48 2935.83 2935.83 9544.15 9811.61
3.25 3972.62 -712.49 3260.14 2176.60 2176.60 7613.33 7088.37
3.50 3138.23 -341.86 2796.36 1466.31 1466.31 5728.98 5075.57
3.75 2500.62 -152.86 2347.76 871.57 871.57 4090.91 3637.02
4.00 2014.54 -63.66 1950.89 466.02 466.02 2882.92 2640.72
4.25 1642.39 -24.59 1617.81 228.78 228.78 2075.37 1965.51
4.50 1355.00 -8.75 1346.24 104.37 104.37 1554.98 1510.31
4.75 1130.57 -2.86 1127.71 44.43 44.43 1216.57 1199.65
5.00 953.18 -0.85 952.33 17.64 17.64 987.61 981.38
5.25 811.26 -0.23 811.02 6.51 6.51 824.05 821.71
5.50 696.39 -0.06 696.33 2.23 2.23 700.79 699.69
5.75 602.42 -0.01 602.41 0.70 0.70 603.82 603.23
6.00 524.78 -0.00 524.78 0.21 0.21 525.19 524.76
6.25 460.05 -0.00 460.05 0.06 0.06 460.16 459.80
6.50 405.64 -0.00 405.64 0.01 0.01 405.67 405.37
6.75 359.56 -0.00 359.56 0.00 0.00 359.57 359.39
7.00 320.27 -0.00 320.27 0.00 0.00 320.27 320.10
7.25 286.54 -0.00 286.54 0.00 0.00 286.54 286.41
7.50 257.43 -0.00 257.43 0.00 0.00 257.43 257.33
7.75 232.17 -0.00 232.17 0.00 0.00 232.17 232.09
8.00 210.13 -0.00 210.13 0.00 0.00 210.13 210.04
8.25 190.82 -0.00 190.82 0.00 0.00 190.82 190.72
8.50 173.82 -0.00 173.82 0.00 0.00 173.82 173.71
8.75 158.79 -0.00 158.79 0.00 0.00 158.79 158.79
9.00 145.46 -0.00 145.46 0.00 0.00 145.46 145.40
9.25 133.59 -0.00 133.59 0.00 0.00 133.59 133.55
9.50 122.99 -0.00 122.99 0.00 0.00 122.99 122.91
9.75 113.48 -0.00 113.48 0.00 0.00 113.48 113.47

10.00 104.94 -0.00 104.94 0.00 0.00 104.94 104.91
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Table A.27: TEET excitonic couplings in cm−1 at CIS/def-SVP level of theory.

Distance [Å] Exchange MTD ET1-HT2 HT1-ET2 MTD-TI Davydov

3.00 -472.01 -472.01 -577.96 -577.96 -1627.94 -2316.34
3.25 -235.24 -235.24 -385.80 -385.80 -1006.84 -1250.90
3.50 -109.72 -109.72 -252.49 -252.49 -614.70 -656.56
3.75 -47.98 -47.98 -152.75 -152.75 -353.47 -337.33
4.00 -19.63 -19.63 -84.93 -84.93 -189.49 -169.98
4.25 -7.47 -7.47 -43.71 -43.71 -94.89 -83.73
4.50 -2.62 -2.62 -20.93 -20.93 -44.49 -39.83
4.75 -0.84 -0.84 -9.33 -9.33 -19.51 -18.00
5.00 -0.25 -0.25 -3.86 -3.86 -7.98 -7.68
5.25 -0.07 -0.07 -1.48 -1.48 -3.03 -2.96
5.50 -0.02 -0.02 -0.52 -0.52 -1.06 -1.10
5.75 -0.00 -0.00 -0.17 -0.17 -0.34 -0.33
6.00 -0.00 -0.00 -0.05 -0.05 -0.10 -0.11
6.25 -0.00 -0.00 -0.01 -0.01 -0.03 -0.00
6.50 -0.00 -0.00 -0.00 -0.00 -0.01 -0.00
6.75 -0.00 -0.00 -0.00 -0.00 -0.00 -0.00
7.00 -0.00 -0.00 -0.00 -0.00 -0.00 -0.00
7.25 -0.00 -0.00 -0.00 -0.00 -0.00 -0.00
7.50 -0.00 -0.00 -0.00 -0.00 -0.00 -0.00
7.75 -0.00 -0.00 -0.00 -0.00 -0.00 -0.00
8.00 -0.00 -0.00 -0.00 -0.00 -0.00 -0.00
8.25 -0.00 -0.00 -0.00 -0.00 -0.00 -0.00
8.50 -0.00 -0.00 -0.00 -0.00 -0.00 -0.00
8.75 -0.00 -0.00 -0.00 -0.00 -0.00 -0.00
9.00 -0.00 -0.00 -0.00 -0.00 -0.00 -0.00
9.25 -0.00 -0.00 -0.00 -0.00 -0.00 -0.00
9.50 -0.00 -0.00 -0.00 -0.00 -0.00 -0.00
9.75 -0.00 -0.00 -0.00 -0.00 -0.00 -0.00

10.00 -0.00 -0.00 -0.00 -0.00 -0.00 -0.00
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Persistent Room Temperature Phosphorescence from Triarylboranes:
A Combined Experimental and Theoretical Study
Zhu Wu, Jçrn Nitsch, Julia Schuster, Alexandra Friedrich, Katharina Edkins, Marcel Loebnitz,
Fabian Dinkelbach, Vladimir Stepanenko, Frank Wgrthner, Christel M. Marian,* Lei Ji,* and
Todd B. Marder*

Abstract: Achieving highly efficient phosphorescence in
purely organic luminophors at room temperature remains
a major challenge due to slow intersystem crossing (ISC) rates
in combination with effective non-radiative processes in those
systems. Most room temperature phosphorescent (RTP) or-
ganic materials have O- or N-lone pairs leading to low lying (n,
p*) and (p, p*) excited states which accelerate kisc through El-
SayedQs rule. Herein, we report the first persistent RTP with
lifetimes up to 0.5 s from simple triarylboranes which have no
lone pairs. RTP is only observed in the crystalline state and in
highly doped PMMA films which are indicative of aggregation
induced emission (AIE). Detailed crystal structure analysis
suggested that intermolecular interactions are important for
efficient RTP. Furthermore, photophysical studies of the
isolated molecules in a frozen glass, in combination with
DFT/MRCI calculations, show that (s, B p)!(p, B p)
transitions accelerate the ISC process. This work provides
a new approach for the design of RTP materials without (n, p*)
transitions.

Introduction

Luminophores with ultralong room temperature phos-
phorescence (RTP) have attracted much attention because of
a variety of applications in time-gated biological imaging,[1]

anti-counterfeiting,[2] watch dials, safety signs, and optoelec-
tronic devices.[3] Unlike metal-containing materials, in which
the heavy atom effect can efficiently accelerate the intersys-
tem crossing (ISC) process from singlet to triplet excited
states,[4] RTP from purely organic molecules is relatively rare
because the formation of the triplet states is usually not

efficient as ISC is slow. In addition, radiative decay from T1 to
the S0 ground state is also spin forbidden, and is very slow
compared to the non-radiative relaxation from T1 in an
unrestricted environment.[5] Designing purely organic systems
showing ultralong RTP is a challenge.[6] Key approaches
involve reducing the nonradiative decay rate (knr(T1)) from T1

by avoiding collisions with quenching species such as oxygen,
and minimizing vibrational relaxation (Figure 1a).[7] For
example, Tang and co-workers reported purely organic
luminophores which phosphoresce in the crystalline state.[8]

Huang and colleagues proposed that effective stabilization of
triplet excited states through strong coupling in H-aggregated
molecules enables their lifetimes to become orders of
magnitude longer than those of conventional organic fluo-
rophores.[9] Adachi and co-workers developed efficient per-
sistent RTP materials by minimizing nonradiative decay rates
in organic amorphous host–guest materials.[10] Very recently,
Wang and co-workers have achieved ultralong RTP from N-
phenyl-2-naphthylamine by confining it in a crystalline di-
bromobiphenyl matrix.[11] To increase the population of
triplet excitons, heteroatoms with lone pairs are usually
introduced into organic systems to enhance spin–orbit
coupling (El-SayedQs rule),[12] which is why most RTP
phosphors are limited to phenothiazine, carbazole, and
naphthylimide derivatives (Figure 1b).[1b, 4d, 13] Thus, intersys-
tem crossing usually involves 1(n, p*)!3(p, p*) transitions.
Recently, arylboronic acids and esters, which also contain
lone pairs on their hydroxy or alkoxy groups, have been
reported to show RTP with lifetimes up to several seconds in
the solid state.[14] Thus far, ultralong RTP from purely organic
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phosphors without lone pairs has rarely been reported,[15] as
kisc is slow.

In fact, organic compounds without lone pairs,[16] such as
triarylboranes, can show phosphorescence in a frozen optical
glass at 77 K (Figure 1c).[17] This indicates that kisc in a photo-
excited triarylborane molecule can compete with fluores-
cence, for which the rate constant is usually on the order of
107 s@1. Therefore, we propose that kisc can also be accelerated
by (s, B p)!(p, B p) transitions, which would be the inversion
of the normally observed 1(n, p*)!3(p, p*) ISC process

(Figure 1d). However, probably due to the fact that the non-
radiative decay rate from T1 knr

p at RT is usually much faster
than the phosphorescence, RTP from triarylboranes has not
been reported. Only if knr

p is suppressed to a large extent,
might we observe RTP from triarylboranes. In 1955, Wittig
et al. reported that some triarylboranes, including tris(2-
methylphenyl)borane, showed a yellowish-white emission
under UV light.[18] However, no lifetimes were reported
and, when we prepared tris(2-methylphenyl)borane, it
showed only blue fluorescence; in other words, no phosphor-
escence at room temperature was detected (Supporting
Information, Figures S14 and S15). Given our interest in the
linear and nonlinear optical properties of 3-coordinate
organoboron compounds,[19] we examined the triarylboranes
1–4 (Figure 1e). Crystalline samples of 3 (tris(2,6-dimethyl-
phenyl)borane) show ultralong (tp = 478 ms), intense, yellow
phosphorescence under ambient conditions, and it is thus, to
the best of our knowledge, the first triarylboron compound
without lone pairs to display ultralong RTP.

Results and Discussion

The synthesis and characterization of all compounds are
given in the Supporting Information and the photophysical
properties of 1–4 are summarized in Table 1. The important
results of our quantum chemical studies are shown in
brackets, and complete data are given in Tables S2 and S4
in the Supporting Information. The UV/Vis absorption and
emission spectra were first measured in hexane. Compounds
1–4 all show a broad first absorption band between 280–
350 nm in hexane, which can be assigned to B !

p transitions,
that is, a transition from the aryl ring p-systems to the empty
p-orbital on the boron atom (Figure 2a). Our calculations
reveal that this band is formed by up to five electronic
transitions, S1

!S0 to S4

!S0 in the D3-symmetric compound 3
and S1

!S0 to S5

!S0 in the less symmetric compounds 1, 2,
and 4 (Supporting Information, Figures S1–S5). The energies

Figure 1. a) Jablonski-diagram. b)The structural features of reported
RTP materials. c) Typical functional groups having lone pairs in organic
phosphors, and the empty pz orbital on three-coordinate boron. d) Fast
transitions between (s, B p) and (p, B p). e) Molecular structures of
compounds 1–4.

Table 1: Experimental and calculated (in brackets) photophysical properties of compounds 1–4 in hexane and the crystalline state at RT, and in a frozen
methylcyclohexane glass at 77 K.

State lf

[nm]
Ff

[%]
kr

f

[W 107 s@1]
knr

f

[W 108 s@1]
kisc

[s@1]
lp

[nm]
Fp

[%]
tp

[s]

1 Crystalline[a] 369 3.4 2 6.0 524 0.3 0.09 (21%), 0.68 (79%)
Crystalline[b] 368 471, 502, 541 2.27
Frozen glass[b] 349 {383} {1 W 107} 404, 427 {425, 597} 1.45 {8}

2 Crystalline[a] 369 6.9 4 5.8 nd[c] nd
Crystalline[b] 352, 366 426, 449 0.22 (39%), 1.22 (61%)
Frozen glass[b] 373 {391} {6 W 106} 417, 442 {448, 476} 1.57 {8}

3 Crystalline[a] 371, 390 17.0 10 5.9 540, 575 1.2 0.48
Crystalline[b] 372, 392, 415 488, 538, 582, 630 0.52 (23%), 1.64 (77%)
Frozen glass[b] 375 {404} {5 W 107} 421, 446 {456, 486} 1.48 {7}

4 Crystalline[a] 381 6.3 4 6.2 nd[c] nd
Crystalline[b] 370 456, 485 0.08 (32%), 1.32 (68%)
Frozen glass[b] 374 {430} {3 W 107} 425, 452 {458, 489} 1.36 {5}

[a] Measured at RT. [b] Measured at 77 K. [c] Not detected (nd).
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of the absorption maxima decrease in the order 1> 2> 3> 4.
This indicates that introducing each methyl substituent,
a weak s-donor, on the phenyl ring, redshifts the absorption
spectra by 6–12 nm (580–1230 cm@1). The fluorescence spec-
tra of the compounds in hexane show the same trend; their
maxima redshift 2–7 nm (150–530 cm@1) for each methyl
group added to the phenyl ring (Figure 2a). However, the
emission spectra of crystalline 1–4 are not related to their
chemical structures in an obvious way (Figure 2b). In general,
the fluorescence spectra of the solid, crystalline samples of
compounds 1–4 are all redshifted compared with those in
hexane solution. The bathochromic shift of 3 (2060 cm@1) is
considerably larger than those of 1, 2, and 4. The bath-
ochromic shifts of 2 (750 cm@1) and 4 (930 cm@1) are smaller
than that of 1 (1150 cm@1). This indicates that intermolecular
interactions in crystalline 1 and 3 are larger than those in 2
and 4, which is one possible explanation for the slower
nonradiative decay (knr) from both S1 and T1, see below. In
addition, compounds 1 and 3 may also have a higher
probability of showing excimer emissions.

We noticed that upon exposure to a hand-held UV-lamp
(l = 365 nm), crystalline 3 showed violet fluorescence which
disappears immediately when the lamp is turned off. Persis-
tent greenish-yellow phosphorescence emission was then
observed, which is visible to the naked eye for almost 4 s

(Figure 3). Time-gated emission spectroscopy revealed long-
lived (t = 478 ms) phosphorescence from crystalline 3, with an
emission maximum at 575 nm and a shoulder at 540 nm
(Figures 2 b and S13 in the Supporting Information). To the
best of our knowledge, this is the first triarylborane without
any heavy atom[6j] to show long-lived RTP, and one of the rare
examples where free electron pairs are absent. In addition to
the RTP from 3, RTP was also observed from crystalline 1,
with a phosphorescence emission maximum at 515 nm and
a lifetime of t = 680 ms. Compared to compound 3, the
phosphorescence quantum yield (FP) of 1 is 0.26%, which is
lower than that of 3 (1.14 %). We did not observe any
phosphorescence from compounds 2 and 4 at room temper-
ature.

Interestingly, we found that the photoluminescence be-
havior of 3 largely depends on its aggregation state. We
investigated two different kinds of aggregation states, crys-
talline sample A and ball-milled sample B. SEM pictures and
powder X-ray diffraction (pXRD) patterns clearly revealed
the difference between the samples. In the SEM pictures of
the ball-milled powder, we can see smaller size particles with
a larger surface area (Supporting Information, Figure S21).
This is in agreement with the powder X-ray diffraction
pattern of the ball-milled sample, which shows broader
reflections compared to the diffraction pattern obtained from

Figure 2. a) Normalized UV/Vis absorption (dashed lines) and fluorescence emission (solid lines) spectra of 1–4 in hexane solution at room
temperature (lexc = 290 nm). b) Photoluminescence (PL) emission spectra (solid lines) of crystalline 1–4, and time-gated phosphorescence
emission (dashed lines) spectra at room temperature (lexc = 305 nm). c) Total PL emission (solid lines) and time-gated phosphorescence
emission (dashed lines) spectra of 3 at 0.1, 1.0, 10, 30, and 50% loadings in PMMA films and in the crystalline state at room temperature
(lexc = 305 nm). d) Time-gated phosphorescence emission spectra of compound 3 in the crystalline state at room temperature (solid black), frozen
methylcylohexane glass matrix (solid red), and crystalline state (dashed line) at 77 K.
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the crystalline sample A (Supporting Information, Fig-
ure S29), and this indicates that sample B contains much
smaller crystallites than the sample A. We find that the
emission maxima differ by 25 nm (1760 cm@1) and that the
peak at 350 nm in the excitation spectrum of sample A
decreases in intensity as the crystalline domains increase
(Supporting Information, Figures S23 and S24). Although the
fluorescence lifetime and the time-gated phosphorescence
emission spectra remained the same, the phosphorescence
lifetime and quantum yield decreased significantly for the
ball-milled sample B compared with crystalline A, from 478 to
340 ms and 1.12% to 0.2%, respectively. In the ball-milled
powder, the exposed surface area is much larger, and
phosphorescence is more sensitive to oxygen quenching,
compared to the crystalline state. This hypothesis is supported
by phosphorescence lifetime measurements under argon, for
which the difference between the two samples disappears
(Supporting Information, Figures S27 and S28).

To understand further the relationship between molecular
structure and phosphorescence, we measured the emission
spectra of 1–4 in a frozen methylcyclohexane optical glass at
77 K (Supporting Information, Figures S30 and S31), where
we can assume that there are no intermolecular interactions
present (c< 10@5 molL@1). All four compounds show two
well-separated emission bands. We observed phosphores-
cence emissions (400–600 nm), which are all hypsochromi-
cally shifted in comparison to the emission from the solid at
room temperature (by 5230–5670 cm@1). All compounds show
similar vibrational fine structures except compound 1, be-
cause 1 has low-frequency vibrational modes according to our
calculations, which broaden the emission bands. In addition,
there are high energy fluorescence emission bands (330–
400 nm), which show less vibrational fine structure (Support-
ing Information, Figure S30). The maxima of the computed
emission spectra (Supporting Information, Figures S8 and
S11) are redshifted (by 1220–1820 cm@1) with respect to the
experimental spectra in a frozen glass while the energies of
the 0-0 transitions agree well. The redshifts of the maxima are
partially attributed to the harmonic oscillator approximation,
which overestimates the intensities at the long wavelength tail
of the emission spectrum that stems from electric dipole

transitions between the vibrational ground state of the
electronically excited state and vibrationally excited levels
of the electronic ground state. The calculated values for kisc of
1–4 are circa 107 s@1, thus ISC can compete with fluorescence.
Noticeably, the major components of the phosphorescence
lifetimes of all four compounds are similar, with a value of
circa 1.5 s (Supporting Information, Figure S32). Up to six
triplet states are located energetically below or very close to
the S1 state as shown in Figures S6 and S7 in the Supporting
Information. Some of the triplet potential energy surfaces
cross the S1 energy profile along the linear interpolated path
connecting the Franck–Condon point with the minimum of
the S1 state. ISC is nevertheless fastest for a transition
between S1 and T2 in 1, 2, 3, and 4. To understand the origin of
the non-negligible spin–orbit coupling (SOC) between these
states, we computed and plotted the differences of the
electron densities between the ground and excited-state wave
functions. S1 and T1 of compound 3, for example (Figure 4),
result from similar (p, B p) excitations, with T1 showing
additional contributions from local (p, p*) excitations on xylyl
ring a. For this transition,[12] the SOC is very small. Comparing
the difference densities of S1 and T2 instead, we see two major
differences. First, in T2, most of the electron density has been
transferred from the other two xylyl rings b and c. As the
largest SOCs result from one-center terms, excitations from
different p systems to the same boron orbital yield negligible
interaction matrix elements. The second, and more important,
difference with regard to SOC is a contribution to the T2 wave
function in which charge is transferred from a s-type orbital
connecting xylyl ring a with boron. The change of orbital
angular momentum on this carbon atom leads to stronger
SOC than expected in the absence of (n, p*) excitations. This
evidence clearly demonstrates that kisc can also be accelerated
by (s, B p)!(p, B p) and (p, B p)!(s, B p) transitions. An
electronic matrix element j<T2 jHSO j S1>j& 1 cm@1 is suffi-
cient for ISC to proceed at a rate of circa 107 s@1 (for more
details, see Tables S1 and S2 in the Supporting Information).
As the calculated fluorescence and ISC rate constants are of
the same order of magnitude, the competition between the
two processes is easily explained. T2 and T1 form a Jahn–
Teller pair which is degenerate in D3-symmetric geometries.

Figure 3. Photographs of crystalline 1 and 3 taken during and after irradiation (365 nm) under ambient conditions.
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The states are thus coupled by strong vibronic interactions
that facilitate fast T2 ! T1 internal conversion. Although
triplet formation is likely to occur in all compounds, no
phosphorescence was detected in solution at room temper-
ature, likely due to rapid nonradiative decay knr(T1) compared
to slow kp. Our data indicate that triplet excited states are
formed in all compounds 1–4 after excitation.

We further noticed that the RTP emission in crystalline
samples of 3 is noticeably redshifted by 5230 cm@1 when
compared to that in the frozen glass (Figure 2d). Such a large
shift makes it unlikely that it results from the suppression of
the internal conversion (temperature effect) in the excited
state, or by a less polar environment (environment effect) in
the frozen glass. To examine how temperature influences the
luminescent behavior of crystalline samples, we also mea-
sured the emission spectra of crystalline 1–4 at 77 K
(Supporting Information, Figure S33). In crystalline 3, a sharp
fluorescence peak appears at 415 nm at 77 K, which is almost
identical to the fluorescence in the frozen glass. However,
a very broad phosphorescent emission ranging from 430 to
720 nm (Figure 2d) is observed, which we assign to two
phosphorescence bands, one at 488 nm and a second ranging
from 500 to 720 nm. We noticed that the band at 488 nm is
only visible at low temperature and is most likely not
a vibrational band of the 500–720 nm emission, for which
the range is identical to the spectrum at room temperature
(Figure 2d). We observe two lifetimes, one of 1.64 s, and
a second of 0.52 s, which further support the existence of two
independent triplet states. We note that the longer lifetime is
almost identical to the lifetime in the frozen glass, in which we
can assume the absence of any intermolecular interaction
except with solvent matrix molecules. We assume that the
band at 488 nm is phosphorescence which is caused by the
population of the T1 state of the triarylboranes and which is
only visible when the non-radiative decay is suppressed.
Therefore, it cannot be observed at higher temperatures, at
which knr(T1) dominate. This emission is also found in the
frozen glass in which it is shifted by 67 nm (3260 cm@1), which
is a reasonable shift if one considers the different environ-
ments of the frozen glass matrix and the crystalline sample.
The emission between 500–720 nm, however, is the real RTP
emission which is an aggregation induced phenomenon, in
contrast to the phosphorescence at 488 nm. It is important to
note that this emission is absent in the dilute frozen glass, in

which we can assume that the emission resembles that of the
isolated molecules. Furthermore, when 3 is embedded in
a poly(methyl methacrylate) (PMMA) matrix, RTP is only
observed in very highly doped films (+ 50 wt %, Figure 2c),
further confirming the critical role of aggregation for this
emission (Supporting Information, Figures S16–S20).

To understand the effect of the solid-state structures and
the intermolecular packing on the luminescence properties,
the crystal structures of compounds 1–4 were obtained by
single-crystal X-ray diffraction (Supporting Information,
Figures S39–S42). If we compare the molecular geometries
of compounds 1–4 in their crystal structures, we can observe
the influence of additional methyl groups on the phenyl rings
close to the central boron atom. While the B@C bond
distances lie in a similar range for the bulkier m-xylyl and
mesityl groups (1.576–1.587 c), the B@C (aryl) distances to
the o-tolyl group (B@C = 1.570(2) c in compound 2) and the
phenyl ring (B@C = 1.569(2) c in compound 1) are slightly
shorter (Supporting Information, Table S7). The effect of the
bulkiness of the substituent and, hence, repulsion between
methyl groups is further observed in the torsion angles
between the aryl groups and the BC3 planes. While the
torsion angles are in a similar range (50.0–54.988) for the m-
xylyl and mesityl groups in compounds 3 and 4, a significantly
smaller torsion angle (41.988) is observed for the o-tolyl group
in compound 2, and a very small torsion angle of only 16.188 is
observed for the phenyl group in compound 1. These smaller
torsion angles are compensated by larger torsion angles (56.7–
65.388) for the m-xylyl groups in compounds 1 and 2 compared
to those of compounds 3 and 4 (Table S7).

In order to compare and classify the types and magnitudes
of the intermolecular interactions within single crystals of
these four triarylboranes, which organize in a complex three-
dimensional arrangement, the concept of Hirshfeld surface
analysis was applied (see Supporting Information for more
details).[20] The Hirshfeld surface is a special isosurface
defined by the weighting function w(r) = 0.5 for a particular
molecule. This means that the Hirshfeld surface envelops the
volume within which the particular molecule contributes
more than half of the electron density. Hence, it also includes
information on the nearest neighbors and closest contacts to
the molecule. The molecules are most densely packed in
compound 2, as is clear from both the crystal packing
coefficient ck, which corresponds to the ratio of volume

Figure 4. Difference densities (j isovalue j =0.001 [e b@3]
1=2) of low-lying excited states of compound 3 at the TD-DFT-optimized geometry of the S1

state. The loss of electron density with respect to the S0 state is indicated in red and the gain in blue.
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occupied by all molecules in the unit cell to the unit cell
volume, and the surface of the crystalQs void per formula unit,
which is obtained from the Hirshfeld analysis (Supporting
Information, Table S8).[21] Interestingly, compounds 1 and 3
show similar, intermediate packing densities, while compound
4 seems to have the loosest packing. While the surfaces of the
voids seem to be spread well throughout the unit cells of
compounds 1, 2, and 4, a larger void of 9 c3 is present in
compound 3 around the origin of the unit cell (Figure 5).
From comparison of the fluorescence emissions of com-
pounds 1–4, we can conclude that the RTP is not correlated
with the packing density, as compound 2 is the densest packed
compound. A deeper insight into the intermolecular inter-
actions is required in order to provide an interpretation of the
observed differences in emission behavior. Fingerprint anal-
ysis of the Hirshfeld surface and its breakdown into the
individual relative contributions in crystals of 1–4,[22] exhib-
ited a strong contribution of H···H interactions (75–83 %),
followed by a significant amount of C···H interactions (17–
25%) in all four compounds (Supporting Information,
Figures S4 and S44). Only a very weak contribution of C···C
interactions is observed for compound 3 (0.2%). While this
analysis shows the relative contributions of the different types
of intermolecular interactions, we are now interested in their
strengths in the individual crystal structures. Compounds
1 and 3 exhibit several significant intermolecular C@H···C
interactions, including strong, nearly linear interactions
(C···H = 2.835–2.841 c, C@H···C = 164–16888, Table S9 in the
Supporting Information). In addition, compound 1 has a short
H···H contact (2.241 c) between two aryl rings, which is also
demonstrated by the spike in the bottom left corner of its
fingerprint plot (Supporting Information, Figure S44).

Compound 2, although more densely packed than 1 and 3,
shows significantly fewer and weaker intermolecular C@H···C
interactions. In addition, it shows a nearly linear, weak C@
H···p interaction towards the centroid of an m-xylyl ring
(H···p = 2.907 c) and two close C···C contacts (C···C = 3.334
and 3.384 c), a strong one between two aryl rings, and a weak
one between the same aryl and a methyl group (Table S9).
These results are consistent with our analysis of the fluores-
cence emission in the crystalline states, wherein compounds
1 and 2 have the same emission maxima although one more
methyl group is introduced to the phenyl ring in compound 2.
This may be explained by the presence of more and stronger
interactions in 1 than in 2. In crystals of compound 4,
intermolecular interactions are the weakest (Table S9). This is
in agreement with the loosest packing mode. In addition to
the strong C@H···C interactions, compound 3 also has a strong
C···C interaction (C6···C6 = 3.319 c) between two aryl rings
with an approximately parallel alignment of their planes. This
is the shortest nearest-neighbor (nn) C···C distance in all of
the compounds. The interplanar separation between the aryl
planes is only 2.980 c; however, the offset shift is large
(4.221 c), resulting in a centroid-to-centroid distance of
5.167 c, the latter two values being too large for a typical
offset face-to-face p···p stacking interaction between two
arenes (Supporting Information, Table S10), which typically
have values ranging from 3.3–3.8 c for the interplanar
separation, < 4.0 c for the offset, and < 5.0 c for the
centroid-to-centroid distance.[23] There is another arrange-
ment of nearly parallel aryl rings, which has a longer C···C
distance (3.495 c) and interplanar separation (3.397 c), but
a smaller shift (3.493 c) and, hence, a smaller centroid-to-
centroid distance of 4.872 c, all of those values being within
the typical range of weak p···p interactions. The aryl rings, and
hence the p···p interaction, are situated close to the voids,
which are around the origin (Figure 5). It is proposed that, on
compression of the crystal structure, the voids may shrink and,
hence, the offset may also be reduced, enhancing the p···p
interaction between these aryl rings. On the other hand,
expansion of the molecule may also bring the rings closer
together and enhance the p···p interaction. We assume that
the aggregation of molecules forming C@H···C and p···p
interactions is important for effective RTP in compounds
1 and 3. A C···C offset aryl–aryl interaction is also present in
both compounds 2 and 4 (Supporting Information, Ta-
ble S10); however, the C@H···C interactions are much weaker
in these compounds. In summary, the presence of both strong
C@H···C and C···C contacts as well as weak p···p interactions
in compound 3, together with the void accumulation at the
origin of the unit cell (Figure 5) may be the reason for the
strong redshift and persistence of the aggregation-induced
phosphorescence emission of these crystals at room temper-
ature and in highly doped PMMA-films.

Conclusion

We have prepared triarylboranes without lone pairs which
exhibit long-lived room-temperature phosphorescence in the
crystalline state and in highly doped PMMA films. Theoret-

Figure 5. Crystal structure of compound 3 (left) projected along the c
axis (top) and along the a axis (bottom), and plot of the surface of the
crystal voids (0.002 au) from the Hirshfeld analysis (right). Four unit
cells are shown in each case. Note the larger voids around the origin
of the unit cell, as best observed in the centers of the drawings. The
red ellipse encloses the aryl rings that are involved in a weak p···p
interaction.
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ical calculations revealed that the ISC process can be
accelerated by transitions between local s and p excitation,
which is consistent with photophysical studies of the isolated
molecules in a frozen glass and is an extension of El-SayedQs
rule. Moreover, the phosphorescent compounds 1 and 3 have
the strongest interactions, especially when considering C@
H···C interactions, which appear to play an important role in
achieving persistent RTP and, at the same time, suppressing
nonradiative decay. However, compounds 2 and 4 have fewer
and weaker contacts in their crystalline states, and their
nonradiative decay is fast, even though compound 2 has the
densest packing. Thus, we do not observe RTP from crystals
of compounds 2 and 4. This study on triarylboranes provides
an interesting example of how to expand the scope of purely
organic phosphorescent materials.
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I. General information 

Compounds 1-4 were prepared according to reported literature procedures.[1] Details 

are shown below. All starting materials were purchased from commercial sources and 

were used without further purification. The organic solvents for synthetic reactions 

and for photophysical measurements were HPLC grade, further treated to remove 

trace water using an Innovative Technology Inc. Pure-Solv Solvent Purification 

System and deoxygenated using the freeze-pump-thaw method. All synthetic 

reactions were performed in an Innovative Technology Inc. glovebox or under an 

argon atmosphere using standard Schlenk techniques. 1H, 13C and 11B NMR spectra 

were measured on a Bruker Avance 500 MHz (1H, 500 MHz; 13C, 126 MHz; 11B, 160 

MHz) or Bruker Avance III 400 MHz (1H, 400 MHz; 13C, 101 MHz; 11B, 128 MHz) 

NMR spectrometer. Mass spectra were recorded on Agilent 7890A/5975C Inert 

GC/MSD systems operating in EI mode. Elemental analyses were performed on a 

Leco CHNS-932 Elemental Analyser. 

General photophysical measurements. All measurements were performed in 

standard quartz cuvettes (1 cm  1 cm cross-section) except for ball-milled powder 

samples. They were prepared on 1 x 5 cm quartz plate (in air) or in a sealed cuvette 

(under argon). The emission signal showed no decrease in intensity or shape even 

after continuous irradiation over a period of 4 h. Samples recovered after each 

measurement showed the same photophysical properties when measured again, so 

there was no evidence for (photo)decomposition. UV-visible absorption spectra were 

recorded using an S6 Agilent 8453 diode array UV-visible spectrophotometer. The 

molar extinction coefficients were calculated from three independently prepared 

samples in hexane solutions. The emission spectra were recorded using an Edinburgh 

Instruments FLSP920 spectrometer equipped with a double monochromator for both 

excitation and emission, operating in right angle geometry mode, and all spectra were 

fully corrected for the spectral response of the instrument. All solutions used in 

photophysical measurements had concentrations lower than 10–5 M to minimize inner 

filter effects during fluorescence measurements. 

Quantum yield measurements. The photoluminescent quantum yields were 

measured using a calibrated integrating sphere (inner diameter: 150 mm) from 

Edinburgh Instruments combined with the FLSP920 spectrometer described above. 
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For solution-state measurements, the longest-wavelength absorption maximum of the 

compound in the hexane was chosen as the excitation wavelength. For solid-state 

measurements, the excitation wavelength was 305 nm. The phosphorescence quantum 

yield of compounds 1 and 3 were obtained using the equation: 

 
where A and B represent the integrated areas of the total photoluminescence and 

phosphorescence spectra, respectively. For the phosphorescence quantum yields, the 

phosphorescence component was separated from the total photoluminescence (PL) 

spectrum based on the phosphorescence spectrum obtained separately. ΦPL represents 

the absolute photoluminescence quantum yields of compounds in solid state. 

Lifetime measurements. Fluorescence lifetimes were recorded using the 

time-correlated single-photon counting (TCSPC) method using an Edinburgh 

Instruments FLSP920 spectrometer equipped with a high speed photomultiplier tube 

positioned after a single emission monochromator. Measurements were made in 

right-angle geometry mode, and the emission was collected through a polarizer set to 

the magic angle. Solutions were excited with a pulsed diode laser at a wavelength of 

316 nm at repetition rates of 10 or 20 MHz. The instrument response functions (IRF) 

were ca. 230 ps FWHM. The phosphorescence lifetimes were measured using a 

μF920 pulsed 60 W Xenon microsecond flashlamp, with a repetition rate of 0.2 Hz at 

room temperature and 0.1 Hz at 77 K. Decays were recorded to 10000 counts in the 

peak channel with a record length of at least 2000 channels. Iterative reconvolution of 

the IRF with one decay function and non-linear least-squares analysis were used to 

analyze the data. The quality of all decay fits was judged to be satisfactory, based on 

the calculated values of the reduced χ2 and Durbin-Watson parameters and visual 

inspection of the weighted residuals. 

Scanning Electron Microscopy SEM images were recorded using a Zeiss Ultra Plus 

field emission scanning electron microscope equipped with GEMINI e-Beam column 

operated at 1-3 kV with an aperture size set to 10 or 30 μm to avoid excessive 

charging and radiation damage of the areas imaged.  
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Powder X-ray diffraction and Phase analysis Compound 3 was ground into a 

powder using an agate mortar until almost no room-temperature phosphorescence was 

observed (sample A). In addition, compound 3 was placed in a stainless steel vial (2 

mL) and ground with 5 steel balls (3 mm diameter) for 5 minutes at a frequency of 15 

Hz in a Lab Wizz LMLW 320/2 ball mill (sample B). Powder X-ray diffraction 

patterns were collected from two parts of each of the manually ground and the 

ball-milled powder samples in reflection geometry on a Bruker D8 Discover powder 

diffractometer with Da Vinci design and linear Lynx-Eye detector. X-ray radiation 

(Cu-Kα1;  = 1.5406 Å) was focused with a Goebel mirror and Cu-Kα2 radiation was 

eliminated by a Ni-absorber. Data were collected from 5 – 60° 2 in steps of 0.025° at 

ambient temperature. They were corrected for an offset in 2 and exported using the 

Bruker AXS Diffrac-Suite. The diffraction patterns were then converted using CMPR 

software[2] for further processing with the GSAS program.[3] Cell parameters, 

background, scaling factor, zero shift and profile parameters were refined using the 

LeBail method. The starting values for the refinement were taken from the 

single-crystal structure refinement at 100 K. 

Crystal structure determination Crystals suitable for single-crystal X-ray 

diffraction were selected, coated in perfluoropolyether oil, and mounted on MiTeGen 

sample holders. For the data collection at room temperature, a crystal was glued onto 

the holder. Diffraction data were collected on Bruker X8 Apex II 4-circle 

diffractometers with CCD area detectors using Mo-Kα radiation monochromated by 

graphite or multi-layer focusing mirrors. The crystals were cooled using an Oxford 

Cryostream low-temperature device. Data for compounds 1, 2, 3, and 4 were collected 

at 100 K. Additional data for compound 3 were collected at 293, 240, 180, 120, and 

83 K. The images were processed and corrected for Lorentz-polarization effects and 

absorption as implemented in the Bruker software packages. The structures were 

solved using the intrinsic phasing method (SHELXT)[4] and Fourier expansion 

technique. All non-hydrogen atoms were refined in anisotropic approximation, with 

hydrogen atoms ‘riding’ in idealized positions, by full-matrix least squares against F2 

of all data, using SHELXL[5] software and the SHELXLE graphical user interface.[6] 

Diamond[7] software was used for graphical representation. Other structural 

information was extracted using Mercury[8] and OLEX2[9] software. Hirshfeld 

surfaces were calculated and analyzed using the Crystal Explorer[10] program. Crystal 
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data and experimental details are listed in Table S6 for all compounds at 100 K and in 

Table S11 for compound 3 at other temperatures; full structural information has been 

deposited with Cambridge Crystallographic Data Centre. CCDC-1940099 (1), 

CCDC-1940100 (2), CCDC-1940101 – 1940106 (3), and CCDC-1940107 (4). 

 

II. Experimental procedures and characterization 

 

Bis(2,6-dimethylphenyl)(phenyl)borane (1): To a solution of 

bis(2,6-dimethylphenyl)-fluoroborane[11] (720 mg, 3.0 mmol) in anhydrous THF (20 

mL) a hexane solution of PhLi (1.9 mL, 1.6 M, 3.1 mmol) was added dropwise by 

syringe at -78 °C. The reaction mixture was warmed to room temperature and stirred 

overnight. The reaction was quenched with a saturated solution of NaCl and the 

aqueous layer was extracted with Et2O. The combined organic layer was dried over 

anhydrous Na2SO4, filtered, and concentrated under reduced pressure. The resulting 

crude material was subjected to silica gel column chromatography using n-hexane as 

eluent to afford 518 mg (1.74 mmol, 58%) of 1 as a white solid.  Compound 1 (0.2 g) 

was dissolved in 2 mL of hexane. The solution was then transferred to two 1 mL GC 

vials into which hexane vapor was diffused at room temperature. Block-shaped 

crystals suitable for single-crystal X-ray diffraction formed after 48 h. 

1H NMR (400 MHz, CDCl3, r.t., ppm): δ 7.53-7.47 (m, 3H), 7.38-7.34 (m, 2H), 7.24 

(t, J = 8 Hz, 2H), 6.99 (d, J = 8 Hz, 4H), 2.05 (s, 12H). 13C NMR (126 MHz, CDCl3, 

r.t., ppm): δ 145.4 (br), 144.5 (br), 140.7, 136.5, 132.3, 129.0, 128.1, 127.3, 23.6. 11B 

NMR (160 MHz, CDCl3, r.t., ppm): δ 75 (br). MS (EI+) m/z: 298 [M]+. HRMS 

(ASAP+): m/z calcd for [C22H23B]: 298.1887; found: 298.1882 (|Δ| = 1.68 ppm); Elem. 

Anal. Calcd (%) for C22H23B: C, 88.60; H 7.77; Found: C, 88.71; H, 7.92. 
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Bis(2,6-dimethylphenyl)(o-tolyl)borane (2): To a solution of 1-bromo- 

2-methylbenzene (462 mg, 2.7 mmol) in anhydrous THF (20 mL) a hexane solution 

of n-BuLi (1.7 mL, 1.6 M, 2.7 mmol) was added dropwise by syringe at -78 °C. The 

mixture was stirred at the same temperature for 1 h. A solution of 

bis(2,6-dimethylphenyl)fluoroborane (624 mg, 2.6 mmol) in anhydrous THF (5 mL) 

was added to the reaction mixture via syringe. The reaction mixture was warmed to 

room temperature and stirred overnight. The reaction was quenched with saturated 

solution of NaCl and the aqueous layer was extracted with Et2O. The combined 

organic layer was dried over anhydrous Na2SO4, filtered, and concentrated under 

reduced pressure. The resulting crude material was subjected to silica gel column 

chromatography using n-hexane as eluent to afford 508 mg (1.63 mmol, 64%) of 2 as 

a white solid.  

Compound 2 (0.2 g) was dissolved in 2 mL of hexane. The solution was then 

transferred to two 1 mL GC vials into which hexane vapor was diffused at room 

temperature. Block-shaped crystals suitable for single-crystal X-ray diffraction 

formed after 48 h. 

1H NMR (500 MHz, CDCl3, r.t., ppm): δ 7.33-7.29 (t, J = 8 Hz, 1H), 7.21 (d, J = 8 Hz, 

1H), 7.18-7.14 (m, 4H), 6.94 (d, J = 8 Hz, 4H), 2.08 (s, 3H), 2.02 (s, 12H). 13C{1H} 

NMR (126 MHz, CDCl3, r.t., ppm): δ 147.4 (br), 146.0 (br), 142.7, 140.3, 135.0, 

131.2, 130.0, 129.3, 127.5, 125.7, 23.2, 22.5. 11B NMR (160 MHz, CDCl3, r.t., ppm): 

δ 76 (br). MS (EI+) m/z: 312 [M]+. HRMS (ASAP+): m/z calcd for [C23H25B]: 

312.2158; found: 312.2145 (|Δ| = 4.16 ppm); Elem. Anal. Calcd (%) for C23H25B: C, 

88.47; H, 8.07; Found: C, 88.72; H, 8.23.  
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Tris(2,6-dimethylphenyl)borane (3): A solution of 2-bromo-m-xylene (1.1 mL, 8.3 

mmol) in THF (10 mL) was treated with t-BuLi (1.7 M in pentane, 8.8 mL, 15 mmol) 

under argon at –78 °C. Then it was stirred at RT for 3 h before a solution of Xyl2BF 

(1.8 g, 7.5 mmol) in THF (5 mL) was added at –78 °C and the reaction was allowed to 

warm to room temperature and stirred overnight. After 16 h, the reaction was 

quenched by adding 1 mL of water under argon. After removing the solvent and 

recrystallisation of the yellow solid from EtOH, the title compound was obtained as a 

white crystalline material (1.6 g, 64 %).  

Compound 3 (0.2 g) was dissolved in 2 mL of hexane. The solution was then 

transferred to two 1 mL GC vials into which hexane vapor was diffused at room 

temperature. Block-shaped crystals suitable for single-crystal X-ray diffraction 

formed after 48 h. 

 

1H NMR (500 MHz, CDCl3, r.t., ppm): δ 7.14 (t, J = 8 Hz, 3H), 6.91 (d, J = 8 Hz, 6H), 

2.02 (s, 18H); 13C{1H} NMR: (75 MHz, CDCl3) δ 147.2 (br), 140.9, 130.0, 128.2, 

23.3. 11B NMR (160 MHz, CDCl3, r.t., ppm): δ 77 (br). MS (EI) m/z: 326. HRMS 

(ASAP+): m/z calcd for [C24H27B]: 326.2200; found: 326.2194 (|Δ| = 1.84 ppm); Elem. 

Anal. calcd for C24H27B: C, 88.35; H, 8.34; Found C 88.51, H 7.86. 
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Bis(2,6-dimethylphenyl)(mesityl)borane (4): To a solution of 

2-bromo-1,3,5-trimethylbenzene (617 mg, 3.1 mmol) in anhydrous THF (20 mL) a 

hexane solution of n-BuLi (1.9 mL, 1.6 M, 3.1 mmol) was added dropwise by syringe 

at -78 °C. The mixture was stirred at the same temperature for 1 h. A solution of 

bis(2,6-dimethylphenyl)fluoroborane (720 mg, 3.0 mmol) in anhydrous THF (5 mL) 

was added to the reaction mixture via syringe. The reaction mixture was warmed to 

room temperature and stirred overnight. The reaction was quenched with saturated 

solution of NaCl and the aqueous layer was extracted with Et2O. The combined 

organic layer was dried over anhydrous Na2SO4, filtered, and concentrated under 

reduced pressure. The resulting crude material was subjected to silica gel column 

chromatography using n-hexane as eluent to afford 715 mg (2.1 mmol) of 4 in 71% 

yield as a white solid.  

Compound 4 (0.2 g) was dissolved in 2 mL of hexane. The solution was then 

transferred to two 1 mL GC vials into which hexane vapor was diffused at room 

temperature. Block-shaped crystals suitable for single-crystal X-ray diffraction 

formed after 48 h. 

 

1H NMR (400 MHz, CDCl3, r.t., ppm): δ 7.13 (t, J = 8 Hz, 2H), 6.91 (s, 2H), 6.90 (s, 

2H), 6.75 (d, J = 1 Hz, 2H), 2.27 (s, 3H), 2.03 (s, 6H), 2.01 (s, 6H), 1.98 (s, 6H). 
13C{1H} NMR (126 MHz, CDCl3, r.t., ppm): δ 147.2 (br), 143.9 (br), 140.9, 140.5, 

140.4, 139.6, 129.4, 128.8, 127.8, 127.8, 23.1, 22.9, 22.9, 21.4 ppm. 11B NMR (160 

MHz, CDCl3, r.t., ppm): δ 78 (br). MS (EI+) m/z: 340 [M]+. HRMS (ASAP+): m/z 

calcd for [C25H29B]: 340.2357; found: 340.2350 (|Δ| = 2.06 ppm); Elem. Anal. Calcd 

(%) for C25H29B: C, 88.23; H, 8.59; Found: C, 87.90; H, 8.74. 
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Tris(2-methylphenyl)borane: In a 200-mL, three-necked, round-bottomed flask 

maintained under argon and equipped with a reflux condenser, whose top was 

connected to an argon inlet and a pressure-equalizing dropping funnel, were placed 

0.14 g (5.8 mmol) of magnesium turnings. With stirring, 50 mL of 3 g (17.5 mmol) of 

1-bromo-2-methylbenzene anhydrous ether solution was added in one portion. The 

mixture was warmed to initiate the reaction and was then heated under reflux for 

another 2 h. Subsequently, 0.72 ml (5.8 mmol) BF3⸱Et2O was added to the mixture. 

After 24 h, 150 mL of dry ether was added, while maintaining an argon atmosphere. 

The mixture was filtered and the filtrate was evaporated to dryness. The crude 

material was crystallized from pentane at –35 °C to afford 1.26 g (4.4 mmol, 76 %) of 

tris(2-methylphenyl)borane as white solids: 1H NMR (500 MHz, CDCl3, r.t., ppm): δ 

7.34 (m, 3H), 7.18 (m, 9H), 2.10 (s, 9H). 13C{1H} NMR (126 MHz, CDCl3, r.t., ppm): 

δ 146.3 (br.), 142.4, 134.8, 130.4, 129.8, 125.0, 23.1. 11B NMR (160 MHz, CDCl3, r.t., 

ppm): δ 73 (br). HRMS (ASAP+): m/z calcd for [C22H21B]: 284.1731; found: 

284.1723 (|Δ| = 2.82 ppm); Elem. Anal. Calcd (%) for C22H21B: C, 88.75; H, 7.45; 

Found: C, 88.51; H, 7.45. 

 

III. DFT calculations 

Computational methods and technical details for the quantum chemical 

calculations 

The Turbomole program package was used for all geometry optimizations.[12] The 

equilibrium geometry of the electronic ground state was optimized with Kohn-Sham 

density functional theory (DFT)[13] employing the B3-LYP functional.[14] For the 

singlet excited state geometries, full linear response time dependent DFT (TD-DFT)[15] 

calculations were performed whereas the Tamm-Dancoff approximation was 

employed for the triplet states. Atomic orbitals were represented by split-valence basis 

sets with polarization functions (SVP) from the Turbomole basis set library.[16] 

Electronic excitation energies and transition dipole moments were calculated with a 
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redesigned variant of the DFT/MRCI[17] method. DFT/MRCI is a semi-empirical 

multireference configuration interaction approach based on Kohn-Sham orbitals and 

orbital energies of a closed shell BH-LYP[14b, 18] functional determinant. To avoid 

double counting of electron correlation, high-lying configurations with energies more 

than 1 Eh above the highest root in the reference space are discarded. The reference 

space was determined iteratively, starting with single and double excitations of 12 

electrons within an active window of 12 frontier orbitals. At all geometries, 11 singlet 

and 10 triplet roots were determined. Absorption line spectra were broadened with 

Gaussians of 1000 cm-1 full width at half maximum (FWHM). Electronic spin–orbit 

coupling matrix elements (SOCMEs) and phosphorescence lifetimes were obtained 

with the SPOCK program.[19] Harmonic vibrational frequencies were determined 

numerically at the TDDFT or TDA level using the SNF code.[20] The FC profiles of 

the emission spectra were obtained using the Fourier transform approach implemented 

in the Vibes program.[21] Herein, a time interval of 300 fs and a grid of 16384 points 

were chosen. The correlation function was damped with a Gaussian function of 200 

cm-1 FWHM and the temperature was set to 77 K. All spectra were normalized to one. 

Rate constants for intersystem crossing (ISC) of the respective S1 states to the T1 

states of all compounds and a few other triplet states were computed for a temperature 

of 300 K using the Condon approximation. For the integration of the time correlation 

function in the VIBES program a time interval of 250 fs, an integration grid of 1000 

points and smaller damping of width 0.3 cm-1 were chosen. The electronic SOCME is 

largest for the ISC from S1 to T2, but harmonic vibrational wavefunctions of the latter 

state could unfortunately not be determined due to (near) degeneracy of the T1 and T2 

potentials at the T2 minimum. For that reason, we used the modes of the T1 

(compounds 1 and 2) or T3 potentials (compounds 3 and 4) to estimate the vibrational 

density of final states at the energies of the initial singlet states which are required in 

addition to the sum over squared SOCMEs to determine the ISC rate constants in the 

Condon approximation.[22] 
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Table S1. Spin–orbit coupling matrix elements (absolute values, cm-1) of the S1, T1, and T2 
states at the respective S1 minimum geometry. 
 
SOCME x y z (x

2
 + y

2
 + z

2
) 

Compound 1 

⟨𝑇1|�̂�𝑆𝑂|𝑆1⟩ 0.039 0.149 0.232 0.078 

⟨𝑇2|�̂�𝑆𝑂|𝑆1⟩ 0.524 0.999 0.022 1.273 
Compound 2 

⟨𝑇1|�̂�𝑆𝑂|𝑆1⟩ 0.154 0.167 0.147 0.073 

⟨𝑇2|�̂�𝑆𝑂|𝑆1⟩ 0.403 0.883 0.159 0.967 
Compound 3 

⟨𝑇1|�̂�𝑆𝑂|𝑆1⟩ 0.024 0.039 0.002 0.002 

⟨𝑇2|�̂�𝑆𝑂|𝑆1⟩ 0.005 1.270 0.038 1.614 
Compound 4 

⟨𝑇1|�̂�𝑆𝑂|𝑆1⟩ 0.048 0.060 0.030 0.007 

⟨𝑇2|�̂�𝑆𝑂|𝑆1⟩ 0.317 1.067 0.706 1.737 

 
 
Table S2. Photophysical properties of compounds 1-4 in vacuum as obtained from quantum 
chemical calculations. 

a Absorption maximum of line spectrum broadened by Gaussian function of 1000 cm-1 full width 
at half maximum; b rate constant for the fastest of the open ISC channels; c maximum of 0-0 band, 
maximum of Franck-Condon spectrum at 77 K, entries given in parentheses indicate the position 
of a shoulder; d pure radiative lifetime assuming a quantum yield of 1.

Compound λabs 
/nm a kisc /s-1 b λf /nm c kf/ s-1

 τf /ns d λp /nm c kp / s-1 τp /s d 

1 303 1*107 (335), 383 2*107 45 (425), 597 0.13  8 

2 308 6*106 368, 391 2*107 45 448, 476 0.13 8 

3 314 5*107 367, 404 3*107 38 456, 486 0.14 7 

4 316 3*107 381, 430 4*107 25  458, 489 0.20 5 
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Figure S1. Calculated absorption spectra of the isolated compounds 1, 2, 3, and 4. 
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Figure S2. Difference densities (|isovalue| = 0.001) of low-lying singlet excited states of 
compound 1 at the DFT-optimized ground-state geometry. A loss of electron density with 
respect to the S0 state is indicated in red, a gain in blue. 
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Figure S3. Difference densities (|isovalue| = 0.001) of low-lying singlet excited states of 
compound 2 at the DFT-optimized ground-state geometry. A loss of electron density with 
respect to the S0 state is indicated in red, a gain in blue. 
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Figure S4. Difference densities (|isovalue| = 0.001) of low-lying singlet excited states of 
compound 3 at the DFT-optimized ground-state geometry. A loss of electron density with 
respect to the S0 state is indicated in red, a gain in blue. 
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Figure S5. Difference densities (|isovalue| = 0.001) of low-lying singlet excited states of 
compound 4 at the DFT-optimized ground-state geometry. A loss of electron density with 
respect to the S0 state is indicated in red, a gain in blue. 
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Compound 1                                     Compound 2 

 
 
 
 

Compound 3                                     Compound 4 

 
 
Figure S6. DFT/MRCI potential energy profiles of low-lying singlet (filled symbols) and 
triplet (open symbols) states of compounds 1, 2, 3, and 4. The reaction coordinate connects 
the DFT-optimized S0 geometry (RC = 0) and the TDDFT-optimized geometry of the first 
excited singlet state S1 (RC = 1) and is extrapolated on both sides. Potential energy curve 
crossings are observed between the S1 state (full black triangles) and excited triplet states 
along the relaxation path from the Franck-Condon geometry. 
  



S18 
 

Compound 1                                     Compound 2 

 
 
 

 
Compound 3                                     Compound 4 

 
 
Figure S7. DFT/MRCI potential energy profiles of low-lying singlet (filled symbols) and 
triplet (open symbols) states of compounds 1, 2, 3, and 4. The reaction coordinate connects 
the TDDFT-optimized geometries of the S1 (RC = 0) and T1 (RC = 1) states and is 
extrapolated on both sides.  
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Figure S8. Calculated fluorescence spectra of the isolated compounds 1, 2, 3, and 4 at 77 K. 
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Table S3. Selected bond lengths (Å) and angles (°) of the isolated compounds 1, 2, 3, and 4 
as obtained from geometry optimizations of the S0, S1, and T1 states. The electronic excitation 
in the S1 and T1 states mainly involves residue R2.  
 

1: R1=phenyl, R2=R3=xylyl 
2: R1=tolyl, R2=R3=xylyl 
3: R1=R2=R3=xylyl 
4: R1=R3=xylyl, R2=mesityl 

 
Compound 1 S0 S1 T1 

B-R1 1.574 1.532 1.568 
B-R2 1.589 1.620 1.567 
B-R3 1.589 1.592 1.602 

 R1(C)-B-(C-C)R2 55.3 70.5 38.4 

 R2(C)-B-(C-C)R3 55.4 49.8 61.5 

 R3(C)-B-(C-C)R1 28.3 20.3 20.6 

 R2(C)-B-(C-C)R1 28.3 13.2 25.5 

 R3(C)-B-(C-C)R2 55.5 67.1 43.4 

 R1(C)-B-(C-C)R3 55.2 48.4 62.0 

Compound 2 S0 S1 T1 

B-R1 1.580 1.546 1.574 
B-R2 1.588 1.610 1.562 
B-R3 1.591 1.597 1.605 

 R1(C)-B-(C-C)R2 51.9 59.2 39.0 

 R2(C)-B-(C-C)R3 53.0 46.8 55.5 

 R3(C)-B-(C-C)R1 38.1 25.3 31.5 

 R2(C)-B-(C-C)R1 38.7 24.2 36.9 

 R3(C)-B-(C-C)R2 54.2 60.9 44.1 

 R1(C)-B-(C-C)R3 55.4 51.6 58.5 

Compound 3 S0 S1 T1 

B-R1 1.590 1.581 1.596 
B-R2 1.590 1.611 1.557 
B-R3 1.590 1.579 1.595 

 R1(C)-B-(C-C)R2 50.1 56.4 43.4 

 R2(C)-B-(C-C)R3 49.9 38.9 48.8 

 R3(C)-B-(C-C)R1 49.8 43.6 47.8 

 R2(C)-B-(C-C)R1 49.9 40.3 49.2 

 R3(C)-B-(C-C)R2 50.3 56.8 43.6 

 R1(C)-B-(C-C)R3 49.6 42.3 47.5 

Compound 4 S0 S1 T1 

B-R1 1.591 1.575 1.593 
B-R2 1.587 1.619 1.564 
B-R3 1.591 1.577 1.596 

 R1(C)-B-(C-C)R2 49.4 58.9 43.9 

 R2(C)-B-(C-C)R3 49.6 39.3 48.1 

 R3(C)-B-(C-C)R1 49.8 42.2 46.1 

 R2(C)-B-(C-C)R1 49.9 38.6 47.1 

 R3(C)-B-(C-C)R2 49.4 59.0 44.3 

 R1(C)-B-(C-C)R3 49.7 42.8 47.6 
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Compound 1  S1                                 T1                                   T2 
 

 
 
Compound 2  S1                                  T1                                   T2 
 

 
 
Compound 3  S1                                T1                                   T2 
 

 
Compound 4  S1                                  T1                                   T2 
 
Figure S9. Difference densities (|isovalue| = 0.001) of low-lying excited states of compounds 
1, 2, 3, and 4 at the TDDFT-optimized geometry of the S1 state. A loss of electron density 
with respect to the S0 state is indicated in red, a gain in blue.  
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Compound 1     T1                                   Compound 2     T1 
 

          
 
Compound 3     T1                                   Compound 4     T1 
 
Figure S10. Difference densities (|isovalue| = 0.001) of the T1 state of compounds 1, 2, 3, and 
4 at its TDDFT-TDA-optimized minimum geometry. A loss of electron density with respect 
to the S0 state is indicated in red, a gain in blue. 
 
 
Calculated minimum energy structures of the S1 and T1 states reveal opposite trends 

of the B–C bond lengths. In the S1 state, the bond connecting boron and the aryl group 

from which electron density is transferred to boron (B-R2 in Table S3) is elongated 

upon excitation while the other two B–C bonds shorten with respect to the electronic 

ground-state structure. In the T1 state, which exhibits more local (π, π*) contributions 

to the excitations than S1, the first B–C bond shortens and the other two are elongated 

(Figures S9 and S10). In compounds 3 and 4, with methyl groups in the ortho 

positions of all aryl rings, the dihedral angles change by 10° at most in the S1 state, 

and by less than 7° in T1. Corresponding displacements of the minimum dihedral 

angles in compound 1 reach values up to 15° and 17°, respectively, and up to 14° and 

13°, respectively, in compound 2. 
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Figure S11. Calculated phosphorescence spectra of the isolated compounds 1, 2, 3, and 4 at 
77 K. 
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Figure S12. Low-frequency vibrational mode in the S0 state of compound 1 showing the 
largest displacement with respect to the corresponding mode in the T1 state. Excitation of this 
mode causes the extraordinary breadth of the phosphorescence emission of this compound. 
One methyl group in ortho-position of residue R3 is sufficient to prevent similar 
large-amplitude motions along in compound 2. 
 
 
IV. Experimental photophysical spectra 
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Figure S13. Decays of the phosphorescence emission from crystalline 1 (520 nm) and 3 (575 

nm) at room temperature. 
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Table S4. Experimental photophysical properties of compounds 1-4 in hexane and crystalline state at RT, and in methylcyclohexane at 77 K. 

 

a Measured in hexane at RT; b not detected (nd); c measured in the crystalline state at RT; d major component of lifetimes; e measured in methylcyclohexane at 77 K; 
the phosphorescence maxima of different vibrational levels have the same lifetimes; f measured in a PMMA (poly(methyl methacrylate) film at room temperature. 

Compound State (T) λabs 
nm 

ε 
M

-1cm-1 
ΦPL 
% 

λf 
nm 

Φf 
% 

τf 
ns 

τ0
f 

ns 
kr

f 
s-1 

knr
f 

s-1 
λp 

nm 
Φp 
% 

τp 
s 

τ0
p 

s 
kr

p 
s-1 

knr
p 

s-1 
1 Solution (RT)

a
 299 14500 3.5 354 3.5 1.3 37.1 3*107 7*108 ndb    nd    

Crystalline (RT)
c
   3.7  369 3.4 1.6 47.1 2*107 6*108 524 0.3 0.68 (79%)d 107 0.01 3.1 

Crystalline (77 K) -  - 368  - -   471, 502, 541  2.27    

Frozen glass (77 K)
e
 -  - 349      404, 427  1.45    

2 Solution (RT) a 306 15600 6.6 359 6.6 2.0 30.0 3*107 5*108 nd  nd    

Crystalline (RT)
 c

 -  6.9 369 6.9 1.6 23.2 4*107 6*108 nd  nd    
Crystalline (77 K)   - 352, 366  - -   426, 449   1.22 (61%)d    

Frozen glass (77 K)
e
 -  - 373  - -   417, 442  1.57    

3 Solution (RT)
 a

 318 15800 6.3 361 6.3 1.7 30.0 3*107 6*108 nd  nd    

Crystalline (RT) c -  18.2 371, 390 17.0 1.4 8.2 1*108 6*108 540, 575 1.2 0.47 16 0.06 5.1 
Crystalline (77 K)    372, 392, 415  1.4    488, 538, 582, 630   1.54    

Frozen glass (77 K)
e
 -  - 375  - -    421, 446  1.48    

PMMA Film (RT)
f
   - 365  - -         

PMMA Film (77 K)   - 367  1.6 -    422, 447  1.57    

4 Solution (RT)
 a

 324 16800 8.0 368 8.0 1.5 18.8 5*107 6*108 nd  nd    

Crystalline (RT) c -  6.3 381 6.3 1.5 23.8 4*107 6*108 nd  nd    
Crystalline (77 K) -  - 370   -    428,465  1.32 (68%)d    

Frozen glass (77 K)
e
 -  - 374  - -    425, 452  1.36    
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Figure S14. Normalized absorption and emission spectra of tris(2-methylphenyl)borane (Ex = 

305 nm) in hexane. 
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Figure S15. Decay of the 450 nm emission from tris(2-methylphenyl)borane in a frozen 
methylcyclohexane glass at 77 K. 
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Figure S16. Normalized emission spectra of 3 in a PMMA film (1 %) at room temperature 

and 77 K (Ex = 305 nm). 
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Figure S17. Decay of the 450 nm emission from 3 in a PMMA film (1 %) at 77 K. 
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Figure S18. Normalized excitation spectra of compound 3 in 0.1, 1.0, 10, 30 and 50 % 
PMMA film and the crystalline state.  

 

 

 
Figure S19. Decays of fluorescence at maximum emission wavelength of compound 3 in 0.1, 
1.0, 10, 30 and 50 % PMMA film and the crystalline state. 
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Figure S20. Decays of phosphorescence emission at 550 nm of compound 3 in 50 % PMMA 
film (407 ms) and the crystalline state (478 ms) at room temperature in air. 

 

 

 
 
Figure S21. (a)-(d) SEM pictures of 3 in ball-milled powder state. 
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Figure S22. Normalized PL emission spectra of 3 in the crystalline state and ball-milled 
powder state at room temperature (Ex = 305 nm). 

 

 

 
Figure S23. Normalized excitation spectra of 3 in the crystalline state and ball-milled powder 
state at room temperature. 
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Figure S24. Normalized emission dependent excitation spectra of compound 3 in the 
crystalline state from 420 to 355 nm. 
 

 
 

 

Figure S25. Fluorescence decay of 3 in the crystalline state and ball-milled powder state at 
room temperature. 
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Figure S26. Normalized time-gated phosphorescence emission spectra of 3 in the crystalline 
state and ball-milled powder state at room temperature (Ex = 305 nm). 

 
 

 

Figure S27. Phosphorescence decay of 3 in the crystalline state (470 ms) and ball-milled 
powder state (340 ms) at room temperature under air.  
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Figure S28. Phosphorescence decay of 3 in the crystalline state (478 ms) and ball-milled 
powder state (481 ms) at room temperature under argon. 
 
 
Powder X-ray diffraction 

Table S5. Unit cell parameters of 3 obtained from the LeBail refinement of powder X-ray 
diffraction data at room temperature. Ball-milled samples were obtained by placing 
compound 3 in a stainless steel vial (2 mL) and grinding with 5 steel balls (3 mm diameter) 
for 5 minutes at a frequency of 15 Hz in a Lab Wizz LMLW 320/2 ball mill. 

Data # manually ground 
(sample A) 

# ball-milled 
(sample B) 

 / Å, radiation 1.5406, Cu-K1 1.5406, Cu-K1 

 range / ° 5 – 60 5 – 60 

a / Å 8.6841(9) 8.6437(9) 

b / Å 9.7658(9) 9.7390(9) 

c / Å 12.3669(8) 12.3531(14) 

 / ° 98.548(7) 98.497(8) 

 / ° 90.992(7) 90.908(7) 

 / ° 107.646(7) 107.648(5) 

Volume / Å3 986.19(10) 978.0(2) 

Rp  0.0525 0.0264 

wRp  0.1519 0.0387 
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Figure S29. Powder X-ray diffraction patterns of compound 3 after grinding crystals in an 
agate mortar (sample A, top) and after ball-milling (sample B, bottom) in the selected range 
from 5 – 30° 2. Bottom: The increased reflection width is due to a smaller particle size after 
ball milling. Red crosses represent the experimental values. The continuous blue line shows 
the results of the Le Bail fit to the data. The difference between experimental data and LeBail 
fit is represented by the green line at the bottom of the plot. Vertical bars show the positions 
of the Bragg reflections of compound 3. 
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Figure S30. Normalized photoluminescence emission spectra of 1-4 in a frozen 
methylcyclohexane glass at 77 K (Ex = 305 nm). 
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Figure S31. Normalized time-gated phosphorescence emission spectra of compounds 1-4 in a  
frozen methylcyclohexane glass at 77 K (Ex = 305 nm). 
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Figure S32. Decays of the phosphorescent emissions of 1-4 in a frozen methylcyclohexane 
glass at 77 K. 

 
 

 

Figure S33. Normalized photoluminescent emission spectra of crystalline 1-4 at 77 K (Ex = 
305 nm). 
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Figure S34. Normalized time-gated phosphorescence emission spectra of crystalline 1-4 at 77 
K (Ex = 305 nm). 
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Figure S35. Decays of the maximum phosphorescent emissions of crystalline 1-4 at 77 K. 
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Figure S36. Normalized photoluminescent emission spectra of crystalline 3 at different 
temperatures (Ex = 305 nm). 
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Figure S37. Normalized time-gated phosphorescence emission spectra of crystalline 3 at 
different temperatures (Ex = 305 nm).  
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Figure S38. Decays of the phosphorescent emission of crystalline 3 at 445, 490, 535 and 590 
nm at 77 K. 
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V. Single-crystal X-ray diffraction 

Table S6. Single-crystal X-ray diffraction data and structure refinements for 1, 2, 3, and 4. 

Data 1 2 3 4 
CCDC number 1940099 1940100 1940101 1940107 
Empirical formula C22H23B C23H25B C24H27B C25H29B 

Formula weight / 
g·mol–1 298.21 312.24 326.26 340.29 

T / K 100(2) 100(2) 100(2) 100(2) 
radiation, / Å MoK 0.71073 MoK 0.71073 MoK 0.71073 MoK 0.71073 

Crystal size / mm³ 0.23×0.29×0.78 0.28×0.35×0.41 0.23×0.36×0.41 0.12×0.42×0.48 
Crystal color, habit colorless block colorless block colorless block colorless plate 

 / mm–1 0.063 0.064 0.063 0.063 
Crystal system Monoclinic Monoclinic Triclinic Triclinic 
Space group P21/c P21/n P1 P1 

a / Å 8.148(6) 8.138(5) 8.511(4) 8.445(3) 
b / Å 10.828(3) 18.060(10) 9.675(2) 9.647(3) 
c / Å 19.832(9) 12.161(7) 12.241(4) 12.890(5) 
 / ° 90 90 99.28(2) 99.166(15) 
 / ° 97.06(4) 90.293(11) 90.87(4) 91.49(3) 

 / ° 90 90 107.44(2) 105.371(15) 
Volume / Å3 1736.5(16) 1787.4(17) 946.9(6) 997.1(6) 

Z 4 4 2 2 
calc / g·cm–3 1.141 1.160 1.144 1.133 

F(000) 640 672 352 368 
 range / ° 2.069 - 28.310 2.019 - 28.338 2.514 - 26.732 1.604 - 28.441 

Reflections collected 19166 19909 16834 24532 
Unique reflections 4300 4440 4009 5019 

Parameters / restraints 212 / 0 222 / 0 232 / 0 253 / 0 
GooF on F2 1.054 1.029 1.035 1.050 
R1 [I>2(I)] 0.0469 0.0501 0.0437 0.0480 

wR2 (all data) 0.1256 0.1350 0.1174 0.1316 

Max. / min. residual 
electron 

density / e·Å–3 
0.364 / –0.236 0.382 / –0.207 0.365 / –0.230 0.366 / –0.244 
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Figure S39. The solid-state molecular structure of 1 determined by single-crystal X-ray 
diffraction at 100 K. All ellipsoids are drawn at the 50% probability level, and H atoms are 
omitted for clarity. 

 

 

 
Figure S40. The solid-state molecular structure of 2 determined by single-crystal X-ray 
diffraction at 100 K. All ellipsoids are drawn at the 50% probability level, and H atoms are 
omitted for clarity. 
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Figure S41. The solid-state molecular structure of 3 determined by single-crystal X-ray 
diffraction at 100 K. All ellipsoids are drawn at the 50% probability level, and H atoms are 
omitted for clarity. 
 
 

 
Figure S42. The solid-state molecular structure of 4 determined by single-crystal X-ray 
diffraction at 100 K. All ellipsoids are drawn at the 50% probability level, and H atoms are 
omitted for clarity. The major structural conformation with a refined occupancy of 0.809(4) is 
shown here.  
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Hirshfeld surface analysis and intermolecular interactions in detail 

In order to compare and classify the types and magnitudes of the intermolecular 

interactions within single crystals of these four triarylboranes, which organize in a 

complex three-dimensional arrangement, the concept of Hirshfeld surface analysis 

was applied.[23] The molecules are most densely packed in compound 2, as is clear 

from both the crystal packing coefficient ck, which corresponds to the ratio of volume 

occupied by all molecules in the unit cell to the unit cell volume, and the surface of 

the crystal’s void per formula unit, which is obtained from the Hirshfeld analysis 

(Table S8).[24] In order to quantify the nature and type of intermolecular interactions 

from the Hirshfeld surface analysis in a two-dimensional, graphical way, fingerprint 

plots and their breakdown to the individual contributions can be used.[25] This 

separation of relative contributions in crystals of 1-4 exhibited a strong contribution of 

HH interactions (75 – 83 %), followed by a significant amount of CH interactions 

(17 – 25 %) (Figures S43-S44). Only a very weak contribution of CC interactions is 

observed for compound 3 (0.2 %). The similarity of the amounts and types of 

interactions in the four compounds is demonstrated in the two-dimensional fingerprint 

plots, which plot the distances from points on the surface to the nearest nuclei outside 

the surface, de, as a function of the distance to the nearest nucleus inside the surface, 

di.[23c] The largest differences in these plots are observed for compound 1, which has 

close HH contacts as demonstrated by the spike in the bottom left corner, and for 

compound 3, which has a small percentage of CC interactions. While this analysis 

shows the relative contributions of the different types of intermolecular interactions, 

we are now interested in their strengths in the individual crystal structures. Compound 

1 exhibits several significant intermolecular interactions. Two strong C−H···C 

interactions (C···H = 2.835 and 2.839 Å, C−H···C = 168 and 166°) exist, three of 

intermediate strength (C−H···C = 138 – 160°), and one weak one (C−H···C = 127°). 

In addition, there is a short H···H contact (2.241 Å) between two aryl rings (Table S9). 

Compound 2, although more densely packed than 1, shows significantly fewer and 

weaker intermolecular interactions, i.e. three C−H···C interactions of intermediate 

strength (C−H···C = 145 – 155°), and one weak one (C−H···C = 114°). It is the only 

compound that has a nearly linear, weak C−H···π interaction towards the centroid of 

an m-xylyl ring with H···π = 2.907 Å. In addition, two close CC contacts (CC = 

3.334 and 3.384 Å) are present, a strong one between two aryl rings, and a weak one 
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between the same aryl and a methyl group (Table S9). Compound 3 shows three 

linear intermolecular C−H···C interactions with C−H···C angles ranging from 164 to 

172° which are strong, intermediate and weak according to their C···H distances of 

2.841, 2.871, and 2.897 Å, respectively. This is quite similar to compound 1. 

However, in addition to the C−H···C interactions, compound 3 also has a strong 

C···C interaction (C6···C6 = 3.319 Å) between two aryl rings with an approximately 

parallel alignment of their planes. This is the shortest nearest-neighbor (nn) C···C 

distance in all of the compounds. The interplanar separation between the aryl planes is 

only 2.980 Å; however, the offset shift is large (4.221 Å), resulting in a 

centroid-to-centroid distance of 5.167 Å, the latter two values being too large for a 

typical offset face-to-face ππ stacking interaction between two arenes (Table S10), 

which typically have values ranging from 3.3–3.8 Å for the interplanar separation, < 

4.0 Å for the offset, and < 5.0 Å for the centroid-to-centroid distance.[26] There exists 

another arrangement of nearly parallel aryl rings, which has a longer C···C distance 

(3.495 Å) and interplanar separation (3.397 Å), but a smaller shift (3.493 Å) and, 

hence, a smaller centroid-to-centroid distance of 4.872 Å, all of those values being 

within the typical range of weak ππ interactions. The aryl rings, and hence the ππ 

interaction, are situated close to the voids, which are around the origin (Figure 5). A 

C···C offset aryl-aryl interaction is also present in compounds 2 and 4; however, the 

C−H···C interactions are much weaker in these compounds. In crystals of compound 

4, intermolecular interactions are the weakest. This is in agreement with the loosest 

packing mode. There is a relatively close H···H contact (2.311 Å) between two 

methyl groups, one weak C−H···C interaction, and the weak C···C offset aryl-aryl 

interaction (Table S9).  
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Figure S43. Percentage contributions to the Hirshfeld surface area for the various close 
intermolecular contacts in compounds 1, 2, 3, and 4 at 100 K. 

 

 
Figure S44. Two-dimensional fingerprint plots of molecules 1, 2, 3, and 4 calculated from the 
Hirshfeld surfaces. The top row shows the complete fingerprint plots, while the other plots 
indicate the contributions of the individual intermolecular interactions (CC, CH, and HH 
from top to bottom) within the grey area of all contributions. 
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Figure S45. Hirshfeld surfaces of compounds 1 (top left), 2 (top right), 3 (bottom left), and 4 
(bottom right) at 100 K mapped with dnorm over the range -0.16 to 1.40. Close contacts are 
shown red on the surface. 
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Figure S46. Hirshfeld surface of compound 1 mapped with dnorm over the range -0.16 to 1.40 
at 100 K. Neighbouring molecules associated with close contacts are shown.  

 

 
Figure S47. Hirshfeld surface of compound 2 mapped with dnorm over the range -0.16 to 1.40 
at 100 K. Neighbouring molecules associated with close contacts are shown.  
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Figure S48. Hirshfeld surface of compound 3 mapped with dnorm over the range -0.16 to 1.40 
at 100 K. Neighbouring molecules associated with close contacts are shown.  

 

 
Figure S49. Hirshfeld surface of compound 4 mapped with dnorm over the range -0.16 to 1.40 
at 100 K. Neighbouring molecules associated with close contacts are shown.  
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Figure S50. Hirshfeld surface of compound 1 mapped with dnorm over the range -0.16 to 1.40 
at 100 K. Neighbouring molecules associated with close contacts are shown. Closest contacts 
are labelled. 

 
Figure S51. Hirshfeld surface of compound 2 mapped with dnorm over the range -0.16 to 1.40. 
Neighbouring molecules associated with close contacts are shown. Closest contacts are 
labelled. 
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Figure S52. Hirshfeld surface of compound 3 mapped with dnorm over the range -0.16 to 1.40 
at 100 K. Neighbouring molecules associated with close contacts are shown. Closest contacts 
are labelled. 

 

 
Figure S53. Hirshfeld surface of compound 4 mapped with dnorm over the range -0.16 to 1.40 
at 100 K. Neighbouring molecules associated with close contacts are shown. Closest contacts 
are labelled. 
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Table S7. Selected bond lengths (Å) and angles (°) in compounds 1, 2, 3, and 4 at 100 K. 
 

 1 2  3 4 [a] 

Sum  CBC 360.0(1) 359.9(1) 360.0(1) 360.0(1) 

BC 1.5867(18) 
1.5819(18) 
1.5686(19)  

1.583(2) 
1.581(2) 
1.570(2)  

1.5795(19) 
1.5826(18) 
1.5858(18) 

1.5848(18) 
1.5794(18) 
1.5763(18) 

 BC3 – aryl 65.28(6) 
57.45(6) 
16.09(9)  

60.53(5) 
56.67(6) 
41.91(6)  

53.52(7) 
52.91(7) 
53.92(6) 

49.96(5) 
54.85(6)  
51.15(6) 

[a] The mesityl group is disordered with one of the m-xylyl groups.  
 
 
Table S8. Properties of crystals of compounds 1, 2, 3, and 4 at 100 K: volume within van der 
Waals (Vm), Hirshfeld (VH), and surface of the crystal voids (Vv), crystal packing coefficient 
(ck), solvent accessible volume (Vsolv), and percentage of intermolecular contacts. 
 

 1 2  3 4 [a] 

Vm / Å³ 283.36 298.60 312.20 323.94 

VH / Å³ 427.11 440.18 466.68 491.63 

Vv / Å³ 211.86 169.00 103.82 111.40 

Vv / Å³ per 
formula unit 

52.97 42.25 51.91 55.70 

ck 0.654 0.668 0.659 0.650 

Vsolv / Å³ 0.0 0.0 9.0 0.0 

C···C / % 0.0 0.0 0.2 0.0 

C···H / % 25.1 21.6 18.5 17.5 

H···H / % 74.9 78.4 81.3 82.5 
[a] The mesityl group is disordered with one of the m-xylyl groups. The configuration with the major 
occupancy (80%) is considered in this comparison. 
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Table S9. Intermolecular C−H···C(π), C···C, and H···H interaction distances (Å) and angles 
(°) in compounds 1, 2, 3, and 4 at 100 K. Distances and angles of strong interactions are in 
bold type. 
 

 

Compound C−H···C H···C/H C···C ∠(CHC) 

 H7···H7 2.2413(12)    

1 

C12−H12···C7 2.8346(16) 3.770(2) 168.04(8) 
C19−H19···C5 2.8388(15) 3.767(2) 166.02(8) 
C19−H19···C6 2.8866(19) 3.650(2) 138.19(8) 
C22−H22···C19 2.8555(15) 3.761(2) 159.93(8) 
C16(methyl)−H16C···C21 2.792(2) 3.634(3) 144.47(10) 
C16(methyl)−H16B···C13 2.8509(16) 3.532(2) 127.27(9) 

2 

C21−H21···C8 2.7521(17) 3.572(3) 144.95(10) 
C21−H21···C9(methyl) 2.859(2) 3.742(3) 155.05(10) 
C22−H22···C12 2.877(2) 3.756(3) 154.27(10) 
C10(methyl)−H10B···C14 2.8608(19) 3.385(2) 114.33(9) 
C12-H12··· (centroid of 
aryl#1) 

2.9068(16) 3.830(3) 168.10(7) 

C13···C13  3.334(3)  
C10(methyl)···C14  3.385(2)  

3 

C7−H7···C19 2.8407(17) 3.765(2) 164.41(9) 
C14−H14···C21 2.8714(17) 3.815(2) 171.96(9) 
C5−H5···C12 2.897(2) 3.832(3) 168.18(9) 
C6···C6  3.319(2)  
C6···C23(methyl)  3.392(2)  

4 

H9A(methyl)···H25C 
(methyl) 

2.3105(7)   

C14−H14···C7 2.8931(18) 3.745(3) 149.84(9) 
C13A···C13A  3.392(2)  
C10(methyl)···C12  3.3785(19)  
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Table S10. Aryl···aryl (···π) distances (Å) and angles (°) in crystals of 1, 2, 3, and 4 at 100 
K: nearest-neighbor (nn) C···C distances, centroid-centroid distances, interplanar separations, 
shifts, and slip angles. Aryl rings are numbered 1, 2, or 3 according to the C1, C2, or C3 atom 
being present and bonding to the boron atom, respectively. The closest interactions are in bold 
type. 
 

 
Table S11. Temperature-dependent single-crystal X-ray diffraction data and structure 
refinements of 3, C24H27B. Formula weight = 326.26 g·mol–1; F(000) = 352; Z = 2. 

T / K 293(2) 240(2) 180(2) 120(2) 83(2) 
CCDC number 1940102 1940103 1940104 1940105 1940106 
 / Å, radiation  0.71073, MoK 

Crystal color, habit Colorless, block 

Crystal size / mm³ 0.28×0.40× 
0.48 

0.27×033× 
0.34 

0.27×033× 
0.34 

0.27×033× 
0.34 

0.27×033× 
0.34 

Crystal system   Triclinic   
Space group   P1   

a / Å 8.661(2) 8.604(2) 8.549(2) 8.507(3) 8.511(3) 
b / Å 9.7587(15) 9.718(2) 9.7014(13) 9.6857(13) 9.6752(16) 
c / Å 12.379(2) 12.330(3) 12.2995(16) 12.2513(17) 12.207(2) 
 / ° 98.602(7) 98.854(7) 99.073(6) 99.278(7) 99.373(8) 
 / ° 90.91(2) 90.760(13) 90.765(12) 90.929(18) 91.212(19) 
 / ° 107.622(7) 107.483(16) 107.392(18) 107.37(2) 107.48(3) 

Volume / Å3 983.9(3) 969.6(4) 959.3(3) 948.6(4) 943.4(4) 
calc / g·cm–3 1.101 1.117 1.130 1.142 1.149 
 / mm–1 0.061 0.062 0.062 0.063 0.063 

 range / ° 2.473 – 
26.022 

2.487 – 
26.020 

2.502 – 
26.021 

2.810 – 
26.022 

2.516 – 
26.011 

Reflections 
collected 

14499 16739 16620 16349 16202 

Unique reflections 3876 3811 3773 3726 3710 
Parameters /  

restraints 
232 / 0 232 / 0 232 / 0 307 / 0 307 / 0 

GooF on F2 1.027 1.047 1.028 1.029 1.057 
R1 [I>2(I)] 0.0525 0.0549 0.0513 0.0465 0.0448 

wR2 (all data) 0.1519 0.1542 0.1377 0.1247 0.1149 
Max. / min. residual 

electron 
density / e·Å–3 

0.215 / 
–0.147 

0.211 / 
–0.163 

0.225 / 
–0.178 

0.213 / 
–0.202 

0.268 / 
–0.209 

 

Compound 
 
 

Aryl···Ar
yl 

nn C···C Centroid- 
centroid 
distance 

Interplanar 
separation 

Shift Slip 
angle 

1 #1···#1 3.857(5) 6.123(3) 2.513(6) 5.583(4) 65.7 
 #2···#2 4.315(5) 6.275(3) 3.507(5) 5.203(5) 56.0 

 #1···#2 
 

4.526(4) 6.587(3) 3.886(5) / 
2.982(6) 

5.319(5) / 
5.874(4) 

53.8/  
63.1 

2 #2···#2 3.3338(17) 5.000(2) 3.1607(13) 3.8745(19) 50.8 
 #3···#3 3.5833(12)   5.489(2) 3.0270(15) 4.578(3) 56.5 
 #1···#1 4.1070(16)  6.348(3) 3.0521(15) 5.566(3) 61.3 
3 #1···#1 3.319(3) 5.1671(17) 2.980(3) 4.221(3) 54.8 
 #2···#2 3.495(3) 4.8718(16) 3.397(3) 3.493(3) 45.8 
4 #2···#2 3.392(3) 5.1873(18) 3.096(3) 4.162(2) 53.4 
 #3···#3 3.768(3) 5.2472(18) 3.550(3) 3.864(3) 47.4 
 #2···#2 4.396(3)  6.077(2) 3.613(3) 4.887(3) 53.5 
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Figure S54. Temperature dependence of the normalized unit cell lengths and volume of 
compound 3. 

 

 

Figure S55. Temperature dependence of the unit cell angles (°) of compound 3. 
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Table S12. Temperature dependence of selected bond lengths (Å) and angles (°) of 
compound 3. 
 
T (K) 293 240  180 120 100 83 

Sum  
 CBC 

360.0(2) 360.0(2) 360.0(2) 360.0(1) 360.0(1) 360.0(1) 

BC 1.577(3) 
1.579(3) 
1.587(3) 

1.574(3) 
1.583(3) 
1.585(3) 

1.576(3) 
1.581(3) 
1.590(3) 

1.579(2) 
1.584(2) 
1.589(2) 

1.5795(19) 
1.5826(18) 
1.5858(18) 

1.579(2) 
1.584(2) 
1.588(2) 

 BC3 – 
aryl 

53.68(9) 
53.06(8) 
52.74(6) 

53.66(9) 
53.07(8) 
53.15(6) 

53.57(8) 
52.91(7) 
53.69(5) 

53.46(7) 
52.89(7) 
53.91(5) 

53.52(7) 
52.91(7) 
53.92(6) 

53.30(7) 
53.01(6) 
53.86(5) 

 
 
Table S13. Temperature dependence of the properties of crystals of compound 3: Volume 
within van der Waals (Vm), Hirshfeld (VH), and surface of the crystal voids (Vv), crystal 
packing coefficient (ck), solvent accessible volume (Vsolv), and percentage of intermolecular 
contacts. pfu…per formula unit. 
 
T (K) 293 240 180 120  100 83 

Vm / Å³ 309.49 309.73 311.79 312.64 312.20 312.92 

VH / Å³ 485.16 478.07 472.87 467.55 466.68 464.92 

Vv / Å³ 140.13 126.45 115.58 104.17 103.82 98.90 

Vv / Å³ 
pfu 

70.07 63.23 57.79 52.09 51.91 49.45 

ck 0.629 0.639 0.650 0.659 0.659 0.663 

Vsolv / Å³ 11.0 10.9 9.1 9.0 9.0 9.0 

C···C / % 0.2 0.2 0.2 0.3 0.2 0.2 

C···H / % 17.0 17.6 18.1 18.6 18.5 18.8 

H···H / % 82.8 82.2 81.7 81.1 81.3 81.0 
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Table S14. Temperature dependence of the intermolecular C−H···C and C···C interaction 
distances (Å) and angles (°) in compound 3.  
 

 
 
Table S15. Temperature dependence of the aryl···aryl (···π) distances (Å) and angles (°) in 
crystals of 3: nearest-neighbour (nn) C···C distances, centroid-centroid distances, interplanar 
separations, shifts, and slip angles. Aryl rings are numbered 1, 2, or 3 according to the C1, C2, 
or C3 atom being present and bonding to the boron atom, respectively.  
 

 
 
 

 

 
 
  

T (K) 293 240 180 120 100 83 

H7···C19 2.924(2) 2.881(2) 2.860(2) 2.80(2) 2.841(2) 2.815(2) 
C7···C19 3.816(4) 3.787(3) 3.779(3) 3.768(3) 3.765(2) 3.771(2) 
∠(C7-H7-C19) 161.3(2) 162.0(2) 163.1(1) 162(1) 164.41(9) 162(1) 
H14···C21 2.971(2) 2.929(2) 2.897(2) 2.86(2) 2.871(2) 2.85(2) 
C14···C21 3.897(3) 3.865(3) 3.842(3) 3.823(3) 3.815(2) 3.815(2) 
∠(C14-H14-C21) 174.1(2) 173.7(2) 172.9(1) 169(1) 171.96(9) 170(1) 
H5···C12 3.028(3) 2.982(3) 2.934(2) 2.85(2) 2.897(2) 2.88(2) 
C5···C12 3.943(4) 3.907(4) 3.870(3) 3.831(3) 3.832(3) 3.817(3) 
∠(C5-H5-C12 168.4(2) 168.5(2) 168.5(1) 170(1) 168.18(9) 167(1) 
C6···C6 3.421(4) 3.376(3) 3.343(3) 3.324(2) 3.319(2) 3.318(2) 
C6···C23(methyl) 3.488(3) 3.460(3) 3.430(2) 3.402(2) 3.392(2) 3.376(2) 

T (K) 
 
 

Aryl···Aryl nn C···C Centroid- 
centroid 
distance 

Interplana
r 

separation 

Shift Slip 
angle 

293  #1···#1 3.421(5) 5.3311(19) 2.996(4) 4.409(3) 55.8 
 #2···#2 3.633(6) 4.9301(19) 3.523(4) 3.449(4) 44.4 

240  #1···#1 3.375(4) 5.2606(19) 2.995(4) 4.325(3) 55.3 
 #2···#2 3.587(5) 4.9088(19) 3.479(4) 3.463(4) 44.9 

180  #1···#1 
#2···#2 

3.343(4) 
3.544(4) 

5.2075(16) 
4.8973(16) 

2.991(4) 
3.440(4) 

4.263(3) 
3.486(3) 

54.9 
45.4 

120  #1···#1 3.3239(7) 5.1722(6) 2.9827(9) 4.2255(10) 54.8 
 #2···#2 3.4938(8) 4.8779(5) 3.3963(9) 3.5013(10) 45.9 

100  #1···#1 3.319(3) 5.1671(17) 2.980(3) 4.221(3) 54.8 
 #2···#2 3.495(3) 4.8718(16) 3.397(3) 3.493(3) 45.8 

83 #1···#1 3.318(3) 5.1715(14) 2.973(3) 4.231(2) 54.9 
 #2···#2 3.469(3) 4.8633(14) 3.375(3) 3.502(3) 46.1 
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VI. 1H, 13C{1H}, 11B NMR spectra, GC-MS and HRMS  

 
Figure S56. 1H NMR spectrum (400 MHz, CDCl3) of 1. 

 

Figure S57. 13C{1H} NMR spectrum (126 MHz, CDCl3) of 1. 
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Figure S58. 11B NMR spectrum (160 MHz, CDCl3) of 1. 
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Figure S59. GC-MS total ion chromatogram (TIC) and MS (EI)m/z of 1.  
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Figure S60. ESI-HRMS of 1. 

 

Figure S61. 1H NMR spectrum (400 MHz, CDCl3) of 2. 
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Figure S62. 13C{1H} NMR spectrum (126 MHz, CDCl3) of 2. 

 

Figure S63. 11B NMR spectrum (160 MHz, CDCl3) of 2. 
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Figure S64. GC-MS total ion chromatogram (TIC) and MS (EI)m/z of 2. 
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Figure S65. ESI-HRMS of 2. 

 

 

Figure S66. 1H NMR spectrum (500 MHz, CDCl3) of 3. 
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Figure S67. 13C{1H} NMR spectrum (126 MHz, CDCl3) of 3. 

 

 

Figure S68. 11B NMR spectrum (160 MHz, CDCl3) of 3. 
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Figure S69. GC-MS total ion chromatogram (TIC) and MS (EI)m/z of 3. 
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Figure S70. ESI-HRMS of 3. 

 

 

Figure S71. 1H NMR spectrum (500 MHz, CDCl3) of 4. 
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Figure S72. 13C{1H} NMR spectrum (126 MHz, CDCl3) of 4. 

 

 

Figure S73. 11B NMR spectrum (160 MHz, CDCl3) of 4. 
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Figure S74. GC-MS total ion chromatogram (TIC) and MS (EI)m/z of 4. 



S69 
 

 

Figure S75. ESI-HRMS of 4. 

 

 

Figure S76. 1H NMR spectrum (500 MHz, CDCl3) of tris(2-methylphenyl)borane. 
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Figure S77. 13C{1H} NMR spectrum (126 MHz, CDCl3) of tris(2-methylphenyl)borane. 

 

Figure S78. 11B NMR spectrum (160 MHz, CDCl3) of tris(2-methylphenyl)borane. 
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Figure S79. ESI-HRMS of tris(2-methylphenyl)borane. 
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Aggregation-Induced Dual Phosphorescence from (o-
Bromophenyl)-Bis(2,6-Dimethylphenyl)Borane at Room
Temperature
Zhu Wu,[a] Fabian Dinkelbach,[b] Florian Kerner,[a] Alexandra Friedrich,[a] Lei Ji,[a, c]

Vladimir Stepanenko,[d] Frank Würthner,[d] Christel M. Marian,*[b] and Todd B. Marder*[a]

Abstract: Designing highly efficient purely organic phosphors
at room temperature remains a challenge because of fast
non-radiative processes and slow intersystem crossing (ISC)
rates. The majority of them emit only single component
phosphorescence. Herein, we have prepared 3 isomers (o, m,
p-bromophenyl)-bis(2,6-dimethylphenyl)boranes. Among the
3 isomers (o-, m- and p-BrTAB) synthesized, the ortho-one is
the only one which shows dual phosphorescence, with a
short lifetime of 0.8 ms and a long lifetime of 234 ms in the

crystalline state at room temperature. Based on theoretical
calculations and crystal structure analysis of o-BrTAB, the
short lifetime component is ascribed to the T1

M state of the
monomer which emits the higher energy phosphorescence.
The long-lived, lower energy phosphorescence emission is
attributed to the T1

A state of an aggregate, with multiple
intermolecular interactions existing in crystalline o-BrTAB
inhibiting nonradiative decay and stabilizing the triplet states
efficiently.

Introduction

Purely organic phosphors have received considerable research
interest in optoelectronic devices,[1] bioimaging, molecular
sensing,[3] and security printing,[4] due to efficient utilization of
their triplet states. So far, most luminophores displaying room
temperature phosphorescence (RTP) are restricted to inorganics
containing noble transition metals such as iridium (Ir) and
platinum (Pt), as transition-metal complexes are characterized
by strong spin-orbit coupling (SOC) induced by heavy metal

ions and an intrinsic conformational rigidity which can theoret-
ically harvest 100% of the electrically generated singlet and
triplet excitons.[5] In addition, the phosphorescence emission
spectra and quantum efficiencies can be tuned by modification
of the ligand system. On the other hand, purely organic
phosphors generally show inefficient intersystem crossing (ISC)
and slow radiative decay rates from the lowest triplet state (T1)
to the ground singlet state (S0).

[6] In addition, the long-lived
triplet excitons in metal-free luminophores can interact with
environmental quenchers such as O2, which quench the
phosphorescence to a great extent.[7] In order to achieve RTP,
one prerequisite is to enhance SOC to accelerate the ISC
process, typically by utilizing heteroatoms, heavy atoms, or
particular functional groups containing heteroatoms with lone
pairs such as C=O, C=S or NR2.

[8] At the same time, it is also
important to suppress nonradiative pathways and to isolate the
chromophores from oxygen by host-guest doping,[9]

crystallization,[10] or incorporation in a polymer matrix or on
carbon dots.[11] Unlike trapped organic phosphors which emit
only single component phosphorescence,[12] dual phosphores-
cence emission results from two different triplet states and was
observed previously in a frozen glass matrix at low
temperature.[13] More recently, dual room temperature phos-
phorescence (DRTP) in aggregated states was reported by
several groups. For example, Tang’s group developed a single-
molecule white light phosphor which emits from both T1 and T2
states at room temperature.[14] Huang et al. reported a series of
indole derivatives which show DRTP via inter-/intramolecular
charge transfer.[15] Zhang et al. designed a number of D-sp3-
linker-A-type triphenylamine (TPA) luminophores, which
showed a TPA-localized triplet state T1

L and an acceptor
centered triplet state T1

H simultaneously in a PMMA film.[16] Ma’s
group observed dual phosphorescence from pyridine-modified
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carbazole derivatives originating from T1 and T1* states.[17]

Although several DRTP luminophores have been reported,
research on this topic and the types of DRTP systems are still
quite limited,[18] and there is no reliable design concept and
strategy to achieve DRTP luminophores with high performance.

Based on our long standing interest in 3-coordinate organo-
boron materials and their optical and electronic properties,[19,20]

we successfully designed persistent triarylboron phosphors with
efficient ISC via (σ, B p)!(π, B p) transitions.[21] However, it
seemed likely that the SOC and, thus, the ISC rate constant
could be improved. It is proposed that introducing heavy atoms
(Br or I) into existing persistent RTP luminophores to enhance
the SOC may greatly improve the performance of RTP
phosphors. Br or I atoms can also provide multiple efficient
intermolecular interactions to restrict nonradiative pathways,
which is crucial to stabilize triplet states.[22] More importantly,
the dense crystalline matrix provides a favorable environment
for delocalization of the excitation and the formation of energy
dispersed band structures.[23] Herein, we introduced the heavy
atom Br into phenyl-bis(2,6-dimethylphenyl)borane at different
positions on the phenyl ring to obtain 3 isomers (o-, m- and p-
BrTAB, Figure 1c). Interestingly, (2-bromophenyl)bis(2,6-dimeth-
ylphenyl)borane (o-BrTAB) exhibits DRTP in the crystalline state
under ambient conditions (Figure 1b). The faster, higher energy
phosphorescence ranging from 430 to 490 nm with a short
lifetime of 0.8 ms is ascribed to the T1

M state of the monomer
while the long-lived, lower energy phosphorescence emission
in the range of 490–700 nm with a lifetime of up to 234 ms is
attributed to the T1

A state of an aggregate in the crystalline
material.

Results and Discussion

The compound o-BrTAB was synthesized[24] by reaction of the
Grignard reagent (2,6-Me2-C6H3)MgBr with o-Br-C6H4BF3K,
whereas m- and p-BrTAB were prepared by the reaction of
bis(2,6-dimethylphenyl)fluoroborane with the respective aryl-
lithium species generated by mono lithium-halogen exchange
of m- or p-dibromobenzene with n-BuLi (for synthetic details
and characterization data, see the Supporting Information). All
three compounds showed absorption bands between 270 and
350 nm in hexane which are attributed to B !π transitions with
extinction coefficients of ɛ=10000-16000 M� 1cm� 1 (Figure 2a
and Table 1). Placement of the Br atoms at the ortho, meta and
para positions of the phenyl group had no obvious effect on
the molecular energy levels of the three triarylboranes.

The spectra are composed of two absorption bands, where
the lower energy band, around 300 nm, is more intense than
the one at 260–270 nm. DFT/MRCI (multireference configuration
interaction) calculations (Figure S10) show that the band at
300 nm is an overlay of the S0!S1 and S0!S4 absorptions, while
the band at higher energy arises from the S0!S6 absorption.
They also reveal that irradiation of the compounds with UV
light in the 310–320 nm wavelength regime predominantly
populates the S1 state. The experimental fluorescence spectra of
the 3 isomers in solution almost overlap, with emission maxima
at 358 nm. Our calculations show the onsets of the fluorescence
to occur at 348 nm for o-BrTAB, 328 nm for m-BrTAB and
324 nm for p-BrTAB, while experimentally, the onset is located
at 328 nm for all three compounds. The computed fluorescence
rate constants for o-, m-, and p-BrTAB are 1×107, 2×107 and 2×
107 s� 1, respectively, (Table S3) while their corresponding exper-
imental fluorescence rate constants are 1×107, 6×106 and 1×
107 s� 1, respectively, showing good agreement between calcu-
lated and experimental values (Table 1 and Table S3).

We also measured the PL emission spectra in a frozen
methylcyclohexane optical glass at 77 K (Figure 3). Compared to
m- and p-BrTAB, which still show some residual fluorescence at
higher energies (330-400 nm), only phosphorescence with a
lifetime of 23 ms (57%) was observed in the spectrum of o-
BrTAB, which indicates that ISC is very efficient and the
phosphoresce quantum yield is much higher than that of
fluorescence. Note that, as indicated in the footnote to Table 1,
% values in parentheses are the larger of two contributions to a
bi-exponential fit of the decays. Comparison of both exper-
imental and computed fluorescence rate constants (ca. 107 s� 1)
with the fastest ISC rate constants for o-, m-, and p-BrTAB
obtained from our theoretical calculations (see below) of 1×
1010, 9×108 and 3×108 s� 1 (Table S3), respectively, supports the
above observations at 77 K in the frozen matrices. Thus, in the
bromo-substituted triarylboranes, most of the excited state
population is transferred to the triplet manifold, especially in o-
BrTAB. The heavy atom effect of Br on the monomer
phosphorescence radiative lifetimes is in the order o-BrTAB>p-
BrTAB>m-BrTAB (Table S3), in agreement with the experimen-
tal trends listed in Table 1. The absence of DRTP in the frozen
glass at 77 K suggests that the longer-lived phosphorescence
component must originate from an aggregated state.

Figure 1. (a) Proposed mechanism of the dual phosphorescent emission in
o-BrTAB and essential parts of the molecular orbitals involved in the
transitions; T1

M and T2
M represent monomer states, T1

A an aggregate state (b)
afterglow photographs taken before and after irradiation (λex=365 nm)
under ambient conditions; (c) molecular structures of the three isomeric
compounds described in the paper.
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Figure 2. Normalized (a) UV/Vis absorption and fluorescence in hexane, (b) PL and (c) time-gated (0.01 ms delay) phosphorescence spectra of crystalline o-, m-
and p-BrTAB (λex=305 nm). (d) Decays of the phosphorescence (600 nm for o-BrTAB and 550 nm for m- and p-BrTAB) in the crystalline state. Insert: decay of
the phosphorescence (446 nm) of crystalline o-BrTAB. All above measurements were conducted at room temperature in air.

Figure 3. (a) Normalized photoluminescence (solid line) and time-gated phosphorescence (dashed line) spectra and (b) decays of the phosphorescence of o-,
m- and p-BrTAB at their maximum emission wavelength in a frozen methylcyclohexane glass at 77 K (λex=305 nm).
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Recently, Sarkar, Hendrickson et al. reported on the three
isomeric o-, m-, and p-bromobenzaldehydes.[25] When Br is ortho
to the aldehyde, SOC is greatly enhanced, consistent with our
observations. Looking at Table S3, the heavy Br atom effect
leads to efficient ISC for all three compounds. However, while
the fluorescence rate constant has the same order of magnitude
(107 s� 1) for all three isomers, the ISC rate constants decrease in
the order o->m->p-BrTAB. For p-BrTAB and m-BrTAB, ISC is
15 and 45 times faster, respectively, than fluorescence, so that
residual fluorescence might be expected from those 2 isomers.
For o-BrTAB, however, ISC is 1000 times faster than

fluorescence, so nearly all excited molecules rapidly form triplet
states. As can be seen in the difference densities in Figures S13-
15, bromine is involved the stronger in the excitation the closer
it is located to the boron center. Following El-Sayed’s rule,[27] a
change in orbital character is required for a fast ISC process.
This orbital change is visible in all three isomers, but most
dominant in the o-BrTAB compound, where the Br p-orbital
changes its orientation moving from the S1 to the T2 state
(Figure 4) causing the squared SOCME to increase markedly to
18640 cm� 2. Despite the similarity of the electron distributions
in both states (Figure 4), even the S1

M and T1
M states experience

Table 1. Photophysical properties of o-, m- and p-BrTAB in hexane and the crystalline state at RT, and in frozen methylcyclohexane and in the crystalline
state at 77 K.

Compound State [T] λabs
[nm]

Ε
[M
� 1cm� 1]

ΦPL

[%]
λf
[nm]

Φf

[%]
τf
ns

τ0
f

[ns]
kr

f

[s� 1]
λp [nm] Φp

[%]
τp (T1

M) [ms] τp (T1
A) [ms]

o-BrTAB Solution (RT)[a] 312 10900 3.5 358 3.5 2.8 80 1*107 nd[b] nd nd
Crystalline
(RT)[c]

1.5 -[d] 0.2 3.2 8*103 1*105 446, 477, 517,
562[e]

1.3 0.3 (34%), 0.8
(66%)

13 (22%), 234
(78%)

Crystalline
(77 K)

– – – – – 431, 455 0.3 (28%), 2.1
(72%)

161 (42%), 453
(58%)

Frozen glass
(77 K)[f]

– – – 457 23 (57%), 92
(43%)

–

m-BrTAB Solution (RT)[a] 310 11300 1.4 358 1.4 2.3 164 6*106 nd - nd
Crystalline
(RT)[c]

– 3.8 374 0.7 6.0 3*103 3*105 506, 539 3.1 - 64 (67%), 215
(33%)

Crystalline
(77 K)

– 374 – – 430, 458, 483,
510

51 (54%), 153
(45%)

45 (28%), 512
(72%)

Frozen glass
(77 K)[f]

– – – – – 438 154 (55%), 486
(45%)

–

p-BrTAB Solution (RT)[a] 304 15200 1.2 358 1.2 1.7 77 1*107 nd – nd
Crystalline
(RT)[c]

– 4.4 386 2.4 2.9 121 8*106 547 2.0 – 90 (30%), 378
(70%)

Crystalline
(77 K)

– – 386 – 427, 458, 510 18 (69%), 59
(31%)

166 (19%), 581
(81%)

Frozen glass
(77 K)[f]

– – 367 – – 438 53 (48%), 201
(52%)

–

[a] Measured in hexane at room temperature (RT); [b] not detected (nd); [c] measured in the crystalline state at RT; [d] The maximum fluorescence emission
wavelength of o-BrTAB is estimated to occur at ca. 400–405 nm, but cannot be more accurately determined due to the overlap of fluorescence and
phosphorescence; [e] 446 and 477 nm are ascribed to T1

M and 517 and 562 nm are ascribed to T1
A; [f] measured in frozen methylcyclohexane at 77 K. For

the phosphorescence lifetimes, the value given in % in parentheses is the larger of two contributions to a bi-exponential fit of the decay.

Figure 4. Difference of electron density distributions in the S1
M, T1

M and T2
M states of the o-BrTAB monomer with regard to the electronic ground state, S0

M, at
the S1

M geometry. Red areas indicate a loss of electron density upon excitation, blue areas a gain. Note the reorientation of the p orbital hole on the bromine
atom when proceeding from S1

M to T2
M.
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substantial mutual SOC in o-BrTAB. With a squared sum of
SOCMEs of 25 cm� 2, the S1

M!T1
M transition is significantly faster

(kISC=2×109 s� 1) than in the unsubstituted compound. Never-
theless, with a rate constant of ca. 1×1010 s� 1, the S1

M!T2
M ISC

is five times faster than the direct S1
M!T1

M ISC. Besides ISC,
internal conversion (IC) plays an important role for the
population of the emissive T1 state from higher triplet states. In
o-BrTAB we found a conical intersection allowing a very
efficient population transfer from T2 to T1 without the necessity
to surmount a large energy barrier in the process.

In m-BrTAB, the largest SOCMEs arise between the S1
M!T2

M

and S1
M!T3

M pair of states. Both target states are similar in
character except that the bromine involvement is more
pronounced in the T3

M state, yielding a rate constant of 9×
108 s� 1 for the S1

M!T3
M ISC in this isomer. In p-BrTAB, the

bromine substitution primarily enhances the probabilities of the
S1

M!T1
M and S1

M!T3
M ISCs. Here we find the T2

M state to be
more similar in character to the S1

M state than the T1
M state. The

fastest ISC is found for the S1
M!T3

M channel with kISC=3×
108 s� 1. A comparison of the ISC rate constants with the
fluorescence rate constants of ca. 107 s� 1 (Table S3) suggests
that the fluorescence quantum yield is low and that most of the
excited state population is transferred to the triplet manifold in
the bromo-substituted triarylboranes, in particular in the o-
BrTAB isomer, which is consistent with the low fluorescence
intensities observed in a frozen glass at 77 K.

The phosphorescence rate constant of T1 depends essen-
tially on three factors: the magnitude of the SOC matrix element
(SOCME) between T1 and singlet states Sn, the energy difference
between T1 and Sn, and the brightness of the Sn-S0 transition.
Interference effects aside, the larger the T1-Sn SOC, the smaller
the T1-Sn energy difference, and the larger the Sn-S0 transition
dipole, the larger the phosphorescence probability.[26] Because
of the large T1-S2 SOC and T1-S4 SOC, o-BrTAB can borrow
substantial intensity from the spin-allowed bright transitions
(S2-S0 and S4-S0, respectively). In m-BrTAB and p-BrTAB, SOC
between T1 and the low-lying singlet states is small and,
therefore, the intensity borrowing is not very efficient. Hence, o-
BrTAB is the only compound with a phosphorescence rate
constant in the millisecond regime; the other two have rate
constants of 5 s (m-BrTAB) and 1 s (p-BrTAB) according to the
calculations.

However, the photoluminescence spectra at room temper-
ature in the crystalline state are much different from the results
in solution (Figure 2b). First, in addition to the fluorescence
peaks attributed to the monomer excited state at short wave-
length, broad peaks between 450 and 750 nm result from
phosphorescence. The longer-lived (phosphorescence) emission
lifetimes measured for o-, m- and p-BrTAB at room temperature
are 234 (78%), 64 (67%) and 378 (70%) ms, respectively, where
the percentages given are those of the larger component of a
bi-exponential fit to the decay curves (Figure 2d). Second, the
fluorescence emissions from crystalline samples of o-, m- and p-
BrTAB are all redshifted compared with those in hexane
solution. The bathochromic shift of p-BrTAB (2026 cm� 1) is
approximately twice that of m-BrTAB (1194 cm� 1). Third, o-
BrTAB has a larger ratio of phosphorescence to fluorescence

intensity, indicating that ISC in o-BrTAB is the most efficient of
the three isomers. The time-gated phosphorescence spectrum
of crystalline o-BrTAB at room temperature shows four fine
structured bands at 446, 477, 517 and 562 nm, respectively
(Figure 2c). The vibrational fine structure is also present in the
computed Franck-Condon (FC) spectrum of the T1

M emission,
though less pronounced. We attribute it to a progression of a
vibrational mode with a frequency of 1673 cm� 1 in the
electronic ground state which corresponds to an asymmetric
C� C stretching motion of the xylyl ring closest to the Br atom.

The aggregation state of o-BrTAB has a large influence on
the photoluminescence behavior. A ground solid sample of o-
BrTAB exhibited multiple small size particles with increased
surface area as observed by SEM (Figure S1). The powder X-ray
diffraction pattern of the ground o-BrTAB sample shows its
crystalline nature (Figure S3). In the ground sample, the
exposed surface area is much larger than in the single crystal
and, as slower phosphorescence is more sensitive to oxygen
quenching, the ratio of phosphorescence to fluorescence
dramatically decreased (Figure S2). The longer phosphores-
cence lifetime decreases significantly from 234 to 191 ms and
the quantum yield is too small to be measured. The shorter
phosphorescence lifetime also drops slightly to 0.7 ms, further
indicating the important role of the aggregation state in the
photoluminescence behavior. In addition, o-BrTAB was em-
bedded in a poly(methyl methacrylate) (PMMA) matrix at
different loading levels. In a highly doped film (40 wt%,
Figure S4), the time-gated phosphorescence emission blueshifts
(ca. 600 cm� 1) compared to that in the crystalline state, and
only the short lifetime (0.8 ms) component was detected, while
in an even more concentrated PMMA film (60 wt%, Figure S5),
the long lifetime (226 ms) component emerged. The exper-
imental results clearly indicate that longer-lived component of
the DRTP is induced by aggregation.

The DRTP was confirmed by time-gated phosphorescence
spectroscopy of o-BrTAB at room temperature (Figure 5a).
Upon increasing the delay time, the intensity of peaks of the
shorter wavelength emission components at 446 and 477 nm
decreased gradually. When the delay time was set at 3 ms, the
short-lived monomer T1

M emission of o-BrTAB almost disap-
peared, and the remaining long lifetime component is ascribed
to phosphorescence from the T1

A state of an aggregate. We
performed time-gated excitation spectroscopy of crystalline o-
BrTAB at 480 and 560 nm, respectively (Figures 5c and 5d).
Upon increasing the delay time from 0.1 to 3 ms, the overall
excitation intensity gradually decreases. We stress that the
spectra at each delay time are identical in the range of 300 to
450 nm, indicating that one absorption leads to all excited
states. We also measured time-gated phosphorescence spectra
at different excitation wavelengths (Figure 5b). The two triplet
excited states always appear at the same time which further
indicates that T1

M and T1
A originate from the same absorption

(S0!S1 and S0!Sn). Furthermore, we measured the time-gated
phosphorescence spectra of o-BrTAB in the crystalline state at
different excitation wavelengths (300, 370 and 420 nm) and
different delay times (0.1, 1.0, and 3.0 ms) (Figure 6). When a
delay time of 0.1 ms was used to measure the time-gated
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spectra of crystalline o-BrTAB at different excitation wave-
lengths (Figure 6a), the short-lived component T1

M and long-
lived component T1

A are both apparent and the spectra at the
three different excitation wavelengths are identical. When a
longer delay time of 1.0 ms was used at different excitation
wavelength (Figure 6b), T1

M and T1
A also appear with a smaller

relative intensity of the short-lived T1
M component due to the

time-gating effect. With a 3.0 ms delay time (Figure 6c), the
relative intensity of the T1

M component becomes even smaller,
but it is still apparent. These results clearly indicate that the
short-lived T1

M and long-lived T1
A components originate from

the same absorption.
Therefore, we propose that first, the single molecule of o-

BrTAB is excited into its S1
M or Sn

M state. Then it undergoes ISC
to T2

M which undergoes IC to a short-lived T1
M state. At the

same time, T1
A evolves into a T1

M state, emitting more slowly
and at lower energy. The process going from T1

M to T1
A was

confirmed by temperature-dependent, time-gated spectro-
scopic study of crystalline o-BrTAB (Figure 7b). Upon decreasing
the temperature from 298 to 77 K, the phosphorescence peaks
belonging to T1

M at 446 and 477 nm blueshift to ca. 431 and
455 nm, respectively, which become dominant at 77 K with a
lifetime ca. 2.1 ms. At 77 K, the long-lived T1

A emission at longer

wavelength still exists with a lifetime of ca. 453 ms (58%), but
in a much lower ratio compared to the short-lived component.
Thus, there is a thermal barrier for the conversion of T1

M to T1
A,

and lowering the temperature makes it harder to cross the
barrier.

For crystalline m- and p-BrTAB, we did not observe dual
phosphorescence at room temperature, but only at low temper-
ature. At 77 K, new emission peaks at 431 and 455 nm appeared
in the time-gated spectra with the phosphorescence lifetimes
of crystalline m- and p-BrTAB of 51 (54%) and 18 (69%) ms,
respectively, being much shorter than the lifetimes 512 (72%)
and 581 (81%) ms of the longer-wavelength emissions
(Figures S6–S9). As the strength of intermolecular interactions is
especially distinct between the three compounds at room
temperature, only o-BrTAB exhibits strong intermolecular
interactions, effectively suppressing the nonradiative decay rate
knr, which plays an important role in stabilizing the triplet states.
Hence, a nonradiative decay channel is opened for m- and p-
BrTAB going from 77 K to RT. In o-BrTAB, the radiative channel
can compete with the nonradiative one even at RT. This may be
the reason that dual phosphorescence is only observed in o-
BrTAB at room temperature and a detailed discussion of

Figure 5. Normalized time-gated phosphorescence spectra of crystalline o-BrTAB (a) with different delay times and (b) with 0.1 ms delay at different excitation
wavelengths. Time-gated excitation spectra (c, λem=480 nm) and (d, λem=560 nm) of crystalline o-BrTAB at different delay times at room temperature.
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intermolecular interactions is provided in the crystal structure
analysis section (see below).

To explain the experimentally observed dual phosphores-
cence, we first searched for the most probable pathways from
the singlet to the triplet states of the monomer. For the
unsubstituted compound phenyl-bis(2,6-dimeth-
ylphenyl)borane, we have already shown that the S1!T1
transition is slower than S1!T2.

[21] This can be rationalized by
the stronger change in orbital character when moving from S1
to T2 and thus, following El-Sayed’s rule,

[27] the SOCMEs between
S1 and T2 are much larger than those for S1!T1. The bromine
substitution increases the SOCMEs in general with respect to
those of the unsubstituted compound. As may be expected, the
heavy-atom effect is strongest for the ortho-substituted com-
pound. Even in this case, the change in excitation character is
larger for the S1

M!T2
M transition. In particular, the p orbital

hole at the Br atom changes orientation (see above) as required
for an El-Sayed allowed transition.[27] Very close to the T2

M

minimum, however, the T2
M and T1

M states of o-BrTAB undergo
a conical intersection without the necessity to surmount a
substantial energy barrier. Therefore, the population is not
trapped in the T2

M state but is rapidly transferred to the T1
M

state. The possibility that the dual phosphorescence originates
from T2

M and T1
M states can be ruled out.

As dual phosphorescence was not observed from isolated
molecules in the frozen matrix glass at 77 K but only in the
crystalline state and in highly doped PMMA films, we propose
that this phenomenon stems from aggregated o-BrTAB units.
To explore this effect, we optimized dimeric systems of the
compounds starting from the crystal structures. Spreading the
excitation over a dimer is, unfortunately, not sufficient to cause
a substantial stabilization of the excitonic state. Their difference
densities (Figures S16-S18) reveal that the lowest excited dimer
states are composed of excitations similar to those of the
monomers. In the o-BrTAB dimer, the T1

D state is stabilized by
only 0.05 eV with respect to the monomer. Delocalization of the
excitation over larger molecular clusters is required to explain
the marked redshift of the long lifetime component of the
phosphorescence emission in the crystalline state.

To understand the effect of the solid-state structures and
the intermolecular packing on the luminescence properties, the
structures of o-, m- and p-BrTAB were obtained at low
temperature (100 K) and at ambient temperature (290 K for o-
BrTAB, 296 K for m-BrTAB, and 300 K for p-BrTAB) using single-
crystal X-ray diffraction (Figure 8). Comparison of the molecular
geometries of o-, m- and p-BrTAB in their crystal structures
shows only a small effect of the Br atom position on the bond
lengths and angles. All but one of the B� C bond distances are
similar within 3 esd’s (1.574(3)–1.585(2) Å at 100 K). Only the
B� C bond to the Br-substituted aryl ring in p-BrTAB is
significantly shorter (1.563(2) and 1.561(2) Å for the two non-
symmetry equivalent molecules at 100 K, Table S11). The BC3
moiety is planar in all three compounds with the sum of C� B� C
angles being 360° within the standard uncertainties. The
individual angles are in the range 118.0(2)–122.9(2)° except for
the C1� B� C7 angle in o-BrTAB which is significantly smaller
(116.3(2)° at 100 K, Table S11). This is the angle between the Br-

Figure 6. Normalized time-gated phosphorescence spectra of crystalline o-
BrTAB at different excitation wavelengths (λex=300, 370 and 420 nm) and
different delay times of (a) 0.1, (b) 1.0, and (c) 3.0 ms.
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substituted aryl ring R1 and the m-xylyl group R2 arranged on
the opposite side with respect to the Br� C2 bond. Another
interesting feature is that the B� C1� C2 angle (127.2(2)°) to the
C2 carbon atom to which the Br atom is bonded in o-BrTAB is
significantly larger than all other B� C� C angles in o-, m- and p-
BrTAB which are in the range 117.5(2)–122.9(1)° at 100 K
(Table S11), and the B� C1� C6 angle (117.7(2)°) to the other side
of the R1 aryl ring is rather small. The larger B� C1� C2 angle in
o-BrTAB is attributed to the bulkiness of the long Br� C bond at
the ortho position of the R1 ring and the Br atom being close to
the central B atom and the C atom of the next-nearest m-xylyl
group R3 with intramolecular Br···B (3.345(2) Å) and Br···C15
(3.298(2) Å) distances below the sum of van der Waals radii
(3.75 Å for Br···B and 3.53 Å for Br···C).[28] The effect of the
bulkiness of the substituents and, hence, repulsion between
methyl groups and also the Br atom, is further observed in the
torsion angles between the aryl groups and the BC3 planes.
While the torsion angles are in a similar range (50.1–68.6°) for
the m-xylyl groups, a significantly smaller torsion angle (41.9°) is
observed for the Br-substituted phenyl rings. Here, the Br ortho-

substituted phenyl ring shows a larger torsion angle (38.6(1)°)
in o-BrTAB than the Br meta- and para-substituted phenyl rings
(20.1-24.8°) in m- and p-BrTAB due to repulsion effects
(Table S11). The molecular geometries in the solid state of o-,
m- and p-BrTAB at 290 K, 296 K and 300 K, respectively, are very
similar to those at 100 K (Table S12).

The molecules are similarly densely packed in the three
compounds as is obvious from the crystal packing coefficients
(Table S16). The molecular volumes and molecular surface areas
are also very similar. However, the volume of the solvent
accessible voids in the unit cells, as calculated with the OLEX2
program,[29] is increased in p-BrTAB (2.7% at 300 K) and in m-
BrTAB (4.4% at 296 K) at ambient temperature, compared to o-
BrTAB (1.7% at 290 K) and to the low-temperature crystal
structures at 100 K (0-1.8% in the three compounds). This
indicates a looser packing mode in p-BrTAB and m-BrTAB than
in o-BrTAB at room temperature.

A Hirshfeld surface analysis based on the crystal structures
was performed in order to quantify the nature and type of
intermolecular interactions.[30] The Hirshfeld surface is a special

Figure 7. (a) Steady-state photoluminescence and (b) time-gated (delay time 0.01 ms) phosphorescence spectra of crystalline o-BrTAB at different
temperatures (λex=305 nm). Decays of the phosphorescence emission (c) (λem=455 nm) and (d) (λem=500 nm) of crystalline o-BrTAB at 77 K.
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isosurface defined by the weighting function w(r)=0.5 for a
particular molecule. This means that the Hirshfeld surface
envelops the volume within which the particular molecule
contributes more than half of the electron density. Hence, it
also includes information on the nearest neighbors and closest
contacts to the molecule (Figure 7). The similarity of the
amounts and types of interactions in the three compounds is
demonstrated in the two-dimensional fingerprint plots and
their breakdown to the individual relative contributions
(Figures S25 and S26, 100 K).[31] At 100 K, major contributions
are from H⋯H interactions (61–67%), followed by a significant
amount from C⋯H (19–25%) and Br⋯H (10–15%) interactions.
Minor contributions (0.2–1.8%) are Br⋯C, C⋯C, and Br⋯Br
interactions with C⋯C interactions being dominant in m-BrTAB,
Br⋯Br interactions in one of the symmetry-independent
molecules (no. 2) of p-BrTAB, and Br⋯C interactions in both o-
BrTAB and p-BrTAB (Figure S25, Table S16). Relative contribu-
tions to intermolecular interactions are very similar for the room
temperature structures (Table S16).

At 100 K, the C� H⋯C interactions are strongest in o-BrTAB,
with C⋯H distances in the range 2.735(2)-2.812(2) Å, and two
nearly linear interactions with C� H⋯C=165.82(15)° and
175.45(15)° (Table S13). C� H⋯C interactions are weaker in p-
BrTAB (C⋯H=2.810(2)–2.865(2) Å, C� H⋯C=131.16(11)-
162.62(11)°) although of similar number as in o-BrTAB and,
significantly, weakest in m-BrTAB (C⋯H=2.836(2)–2.888(3) Å,
C� H⋯C=143.96(15)–166.26(15)°) as well as being fewer in
number. While there are close Br⋯H contacts (2.9425(12)–

3.1001(3) Å) in all three compounds, o-BrTAB exhibits the
closest Br⋯C contact of 3.354(2) Å. Another close Br⋯C contact
(3.480(2) Å) is found in p-BrTAB. In addition, o-BrTAB has a
short C⋯C contact (3.361(3) Å) between an aryl ring and a
methyl group, and p-BrTAB shows two close H⋯H contacts
(2.266 and 2.363 Å) between two aryl rings (Table S16).
Interestingly, m-BrTAB is the only compound in which two
weak intermolecular π···π interactions between aryl rings can be
found (Table S15). One involves the Br-substituted phenyl rings
with an interplanar separation of 3.640(3) Å and an offset shift
of 2.261(4) Å. The nearest-neighbor C···C distance is 3.698(5) Å.
The other one involves the R3 xylyl rings with a slightly smaller
interplanar separation of 3.544(4) Å, but a larger offset shift of
3.457(4) Å, and a nearest-neighbor C···C distance of 3.637(5) Å.

At room temperature (290 K), there are still a significant
number of intermolecular C� H⋯C interactions (C⋯H=

2.846(4)–2.873(4) Å, C� H⋯C=136.4(2)–177.2(3)°) and a close
Br⋯C contact of 3.432(5) Å present in o-BrTAB (Table S13).
However, in m-BrTAB C⋯H contacts are long and weak, and
the π···π interactions are also insignificant due to large
interplanar separations of 3.812(4) Å and 3.645(6) Å with shifts
of 2.305(6) Å and 3.437(6) Å, respectively, at 296 K (Table S15).
Only a close Br⋯H interaction (2.9857(8) Å) with a methyl group
is still significant. In p-BrTAB, two intermolecular C� H⋯C
interactions remain (C⋯H=2.870(2) Å and 2.887(2) Å,
C� H⋯C=145.18(15)° and 132.78(13)°) at 300 K, a close H⋯H
interaction with 2.393(1) Å, and close Br⋯H interaction
(2.9648(4) Å) with a methyl group only (Table S15). Thus, only o-

Figure 8. The solid-state molecular structure of o-BrTAB, m-BrTAB and p-BrTAB (top left to right) determined by single-crystal X-ray diffraction at room
temperature. Ellipsoids are drawn at the 50% probability level, and H atoms are omitted for clarity. Hirshfeld surfaces of o-BrTAB, m-BrTAB and p-BrTAB
(bottom left to right) mapped with dnorm over the range � 0.12 to 1.50 at room temperature. Neighboring molecules associated with close contacts are shown.
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BrTAB exhibits strong intermolecular interactions and, espe-
cially, a close Br···C contact at room temperature, which may be
the reason that dual phosphorescence is only observed in o-
BrTAB at room temperature.

In summary, the presence of multiple C� H⋯C and C� H⋯Br
interactions between molecules in the crystals effectively
suppresses the nonradiative decay rate knr, which plays an
important role in stabilizing the triplet states and achieving RTP.
As the strength of intermolecular interactions is especially
distinct between the three compounds at room temperature,
and is strongest for o-BrTAB, this effect may be the reason that
we observe DRTP in crystalline o-BrTAB at room temperature,
but only at low temperature for m-BrTAB and p-BrTAB.

Conclusions

We reported three bromo-substituted triarylboron isomers
which show persistent room temperature phosphorescence
(RTP). Among them, (2-bromophenyl)bis(2,6-dimeth-
ylphenyl)borane (o-BrTAB) exhibits rare dual room temperature
phosphorescence (DRTP) with lifetimes of 0.8 ms (short wave-
length component) and 234 ms (long wavelength component),
respectively, in the crystalline state. Single-crystal structure
analysis shows that multiple molecular C� H⋯C and C� H⋯Br
contacts in the crystals suppress the nonradiative decay rate knr
and stabilize the triplet states. In addition, the rigid crystalline
matrix provides a favorable environment for realizing dual
phosphorescence at room temperature.

Crystal structures

Deposition Number(s) 2085814 (for o-BrTAB at 100 K), 2085815
(for m-BrTAB at 100 K), 2085816 (for p-BrTAB at 100 K),
2089473 (for o-BrTAB at 290 K), 2118234 (for m-BrTAB at 296 K)
and 2118235 (for p-BrTAB at 300 K) contain(s) the supplemen-
tary crystallographic data for this paper. These data are
provided free of charge by the joint Cambridge Crystallographic
Data Centre and Fachinformationszentrum Karlsruhe Access
Structures service.
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I. General information 

All starting materials were purchased from commercial sources and were used without further purification. 

The organic solvents for synthetic reactions and for photophysical measurements were HPLC grade, further 

treated to remove trace water using an Innovative Technology Inc. Pure-Solv Solvent Purification System and 

deoxygenated using the freeze-pump-thaw method. All synthetic reactions were performed in an Innovative 

Technology Inc. glovebox or under an argon atmosphere using standard Schlenk techniques. 1H, 13C and 11B 

NMR spectra were measured on a Bruker Avance 500 MHz (1H, 500 MHz; 13C, 126 MHz; 11B, 160 MHz) 

NMR spectrometer. Mass spectra were recorded on Agilent 7890A/5975C Inert GC/MSD systems operating 

in EI mode. High resolution mass spectra were obtained using a Thermo Fisher Scientific Exactive™ Plus 

Orbitrap MS System with an Atmospheric Solids Analysis Probe (ASAP+). Elemental analyses were performed 

on a Leco CHNS-932 Elemental Analyser. 

General photophysical measurements. All measurements were performed in standard quartz cuvettes (1 cm 

´ 1 cm cross-section). UV-visible absorption spectra were recorded using an Agilent 8453 diode array UV-

visible spectrophotometer. The molar extinction coefficients were calculated from three independently 

prepared samples in hexane solution. The emission spectra were recorded using an Edinburgh Instruments 

FLSP920 spectrometer equipped with a double monochromator for both excitation and emission, operating in 

right angle geometry mode, and all spectra were fully corrected for the spectral response of the instrument. All 

solutions used in photophysical measurements had a concentration lower than 10–5 M to minimize inner filter 

effects during fluorescence measurements. 

Quantum yield measurements. The photoluminescent quantum yields were measured using a calibrated 

integrating sphere (inner diameter: 150 mm) from Edinburgh Instruments combined with the FLSP920 

spectrometer described above. For solution-state measurements, the longest-wavelength absorption maximum 

of the compound in hexane was chosen as the excitation wavelength. For solid-state measurements, the 

excitation wavelength was 305 nm. The phosphorescence quantum yield of compounds o-, m- and p-BrTAB 

were obtained using the equation:   
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where A and B represent the integrated area of the total photoluminescence and phosphorescence spectra, 

respectively. The phosphorescence component was separated from total photoluminescence (PL) based on the 

phosphorescence spectrum for phosphorescence quantum yields. ΦPL represents the absolute 

photoluminescence quantum yields of the compounds in the solid state. 

Lifetime measurements. Fluorescence lifetimes were recorded using the time-correlated single-photon 

counting (TCSPC) method on an Edinburgh Instruments FLSP920 spectrometer equipped with a high-speed 

photomultiplier tube positioned after a single emission monochromator. Measurements were made in right-

angle geometry mode, and the emission was collected through a polarizer set to the magic angle. Solutions 

were excited with a pulsed diode laser at a wavelength of 316 nm at repetition rates of 5-10 MHz. The 

instrument response functions (IRF) were ca. 230 ps FWHM. The phosphorescence lifetimes were measured 

using a μF920 pulsed 60 W Xenon microsecond flashlamp, with a repetition rate of 0.2 or 50 Hz at room 

temperature and 0.1 Hz at 77 K. Decays were recorded to 10000 counts in the peak channel with a record 

length of at least 2000 channels. Iterative reconvolution of the IRF with a double exponential function and 

non-linear least-squares analysis were used to analyze the data. The quality of all decay fits was judged to be 

satisfactory, based on the calculated values of the reduced χ2 and Durbin-Watson parameters and visual 

inspection of the weighted residuals. Time-gating was used to measure the emission following a specific delay 

time the range of 0.01-3 ms. 

Powder X-ray diffraction and Phase analysis  The compound o-BrTAB was ground into a powder using an 

agate mortar until hardly any room-temperature phosphorescence was observed. The powder X-ray diffraction 

pattern was collected in reflection geometry on a Bruker D8 Discover powder diffractometer with Da Vinci 

design and linear Lynx-Eye detector. X-ray radiation (Cu-Kα1; l = 1.5406 Å) was focused with a Goebel mirror 

and Cu-Kα2 radiation was eliminated by a Ni-absorber. Data were collected from 2q = 2 – 60° in steps of 0.025° 

at ambient temperature. They were corrected for an offset in 2q and exported using the Bruker AXS Diffrac-

Suite. The diffraction patterns were then converted using CMPR software[1] for further processing with the 

GSAS program.[2] Cell parameters, background, scaling factor, zero shift and profile parameters were refined 

using the LeBail method. The data range 2q = 2 – 5° was excluded from refinement as no reflection was either 

observed or predicted in this range and due to high background signal at low angles. The starting values for 

the refinement were taken from the single-crystal structure refinement at 100 K. 
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Scanning Electron Microscopy SEM images were recorded using a Zeiss Ultra Plus field emission scanning 

electron microscope equipped with GEMINI e-Beam column operated at 1-3 kV with an aperture size set to 

10 or 30 μm to avoid excessive charging and radiation damage of the areas imaged. 

Quantum chemical calculations All geometries were obtained using the Turbomole[3] and Gaussian[4]   

program packages utilizing Kohn–Sham density functional theory (DFT) in combination with the PBE0[5-7] 

functional. For excited state optimizations, linear response time-dependent DFT (TDDFT) was employed, and, 

for triplet states, the Tamm–Dancoff approximation (TDDFT-TDA) was additionally used. Vibrational 

frequency calculations were carried out with the Gaussian program package. In all computations, the def2-

SVP[8] basis set was utilized on all atoms except for bromine, for which a cc-pVTZ-PP[9] basis set in 

combination with the defpp-ecp[9] pseudopotential was employed. Energies and multi reference configuration 

interaction (MRCI) wavefunctions of the lowest ten excited states of singlet and triplet spin multiplicity, 

respectively, were optimized with the DFT/MRCI[10-11] method applying the redesigned R2016 Hamiltonian[12] 

and an initial active space of 12 electrons in 12 frontier orbitals. The orbital basis for the DFT/MRCI 

calculations is obtained from DFT utilizing the BH-LYP[13-14] functional. Absorption spectra were obtained by 

broadening the corresponding DFT/MRCI line spectra with Gaussian functions of 1000 cm-1 full width at half 

maximum (FWHM). The SPOCK[15-17] program package was employed to compute spin–orbit coupling matrix 

elements (SOCMEs) and phosphorescence rate constants from spin–orbit coupled wavefunctions obtained 

with the MRSOCI procedure. Franck–Condon (FC) emission spectra and intersystem crossing (ISC) rate 

constants were obtained utilizing a time evolution approach implemented in the VIBES[18-19] program. Here an 

integration grid of 16384 points over 300 fs time period and a Gaussian damping function of 200 cm-1 FWHM 

was employed for FC spectra. For ISC rate constants, a grid of 1000 points over a 250 fs time period and a 

Gaussian damping function of 0.3 cm-1 FWHM was used. Temperature effects of the population of the 

vibrational modes were accounted for by a Boltzmann distribution in the initial electronic state. 

 

Crystal structure determinations Crystals suitable for single-crystal X-ray diffraction were selected, coated 

in perfluoropolyether oil, and mounted on MiTeGen sample holders. Diffraction data were collected on Bruker 

X8 Apex II 4-circle diffractometers with CCD area detectors using Mo-Kα radiation monochromated by 

graphite or multi-layer focusing mirrors or on a Bruker D8-Quest diffractometer with a CPA area detector and 

multi-layer mirror monochromated Mo-Kα radiation. Data were collected at ambient temperature and at 100 K. 
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The crystals were cooled using an Oxford Cryostream low-temperature device. The images were processed 

and corrected for Lorentz-polarization effects and absorption as implemented in the Bruker software packages. 

The structures were solved using the intrinsic phasing method (SHELXT)[20] and Fourier expansion technique. 

All non-hydrogen atoms were refined in anisotropic approximation, with hydrogen atoms ‘riding’ in idealized 

positions, by full-matrix least squares against F2 of all data, using SHELXL[21] software and the SHELXLE 

graphical user interface.[22] Diamond[23] software was used for graphical representation. Other structural 

information was extracted using Mercury[24] and OLEX2[25] software. Hirshfeld surfaces were calculated and 

analyzed using the Crystal Explorer[26] program. Crystal data and experimental details are listed in Tables S9 

and S10; full structural information has been deposited with Cambridge Crystallographic Data Centre. CCDC-

2085814 (o-BrTAB at 100 K), CCDC-2085815 (m-BrTAB at 100 K), CCDC-2085816 (p-BrTAB at 100 K), 

CCDC-2089473 (o-BrTAB at 290 K), CCDC-2118234 (m-BrTAB at 296 K) and CCDC-2118235 (p-BrTAB 

at 300 K). 

 

II. Experimental procedures and characterization 

 

(2-bromophenyl)bis(2,6-dimethylphenyl)borane (o-BrTAB)：A 250 mL three-necked round bottom flask, 

equipped with a dropping funnel and water-cooled condenser, was used. In a typical preparation, an anhydrous 

THF solution of 2-bromo-1,3-dimethylbenzene (896 mg, 4.5 mmol) was added dropwise to the flask 

containing magnesium (120 mg, 5.0 mmol) and 100 mL of anhydrous THF. The solution was refluxed during 

the addition period, which required approximately 3 h, and then allowed to cool to room temperature. To this 

solution (2-bromophenyl)trifluoroborate potassium salt[27] (789 mg, 3.0 mmol) in anhydrous THF was added 

and the reaction was stirred overnight. The resulting mixture was subjected to silica gel column 

chromatography eluting with n-hexane to afford o-BrTAB (722 mg,1.92 mmol) in 64% yield as white a solid: 

1H NMR (500 MHz, CD2Cl2, rt, ppm): δ 7.58–7.55 (m, 1H), 7.30–7.27 (m, 2H), 7.20–7.16 (m, 3H), 6.95 (d, J 

= 8 Hz, 4H), δ 2.03 (s, 12H). 13C NMR (126 MHz, CD2Cl2, rt, ppm): 149.5 (br), 145.5 (br), 141.0, 136.1, 133.1, 

132.3, 130.0, 128.4, 127.8, 127.4, 23.2. 11B NMR (160 MHz, CD2Cl2, r.t., ppm): 76 (br). MS (EI+) m/z: 376 
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[M]+. HRMS (ASAP+): m/z calcd for 376.0992 [M]+; found: 376.0990 [M] (|Δ| = 0.53 ppm). Elem. Anal. Calcd 

(%) for C22H22BBr: C, 70.07; H, 5.88; Found: C, 69.91; H, 6.07. 

 

(3-bromophenyl)bis(2,6-dimethylphenyl)borane (m-BrTAB)：To a solution of 1,3-dibromobenzene (402 

mg, 1.7 mmol) in anhydrous THF (20 mL) was added a hexane solution of n-BuLi (1.2 mL, 1.6 M, 1.9 mmol) 

dropwise by syringe at -78 oC. The mixture was stirred at the same temperature for 1 h. A solution of bis(2,6-

dimethylphenyl)fluoroborane[28] (408 mg, 1.7 mmol) in anhydrous THF (5 mL) was added to the reaction 

mixture via syringe. The reaction mixture was warmed to room temperature and stirred overnight. The reaction 

was quenched with a saturated solution of NaCl and the aqueous layer was extracted with Et2O. The combined 

organic layer was dried over anhydrous Na2SO4, filtered, and concentrated under reduced pressure. The 

resulting mixture was subjected to silica gel column chromatography eluting with n-hexane to afford m-

BrTAB (498 mg, 1.3 mmol) in 78% yield as a white solid: 1H NMR (500 MHz, CD2Cl2, rt, ppm): δ 7.68 (ddd, 

J = 8, 2 and 1 Hz, 1H), 7.65–7.63 (m, 1H), 7.46 (dt, J = 7, 1 Hz, 1H), 7.35–7.28 (m, 1H), 7.25 (t, J = 8 Hz, 2H), 

7.08–7.02 (m, 4H), 2.07 (s, 12H). 13C{1H} NMR (126 MHz, CD2Cl2, rt, ppm): 148.1 (br), 143.9 (br), 140.6, 

138.3, 134.8, 134.6, 130.0, 129.4, 127.4, 122.9, 23.3. 11B NMR (160 MHz, CD2Cl2, rt, ppm): 75 (br). MS (EI+) 

m/z: 376 [M]+. HRMS (ASAP+): m/z calcd for [M]+: 376.0930; found: 376.0937[M] (|Δ| = 1.86 ppm). Elem. 

Anal. Calcd (%) for C22H22BBr: C, 70.07; H, 5.88; Found: C, 69.98; H, 6.07. 

 

(4-bromophenyl)bis(2,6-dimethylphenyl)borane (p-BrTAB)：To a solution of 1,4-dibromobenzene (402 

mg, 1.7 mmol) in anhydrous THF (20 mL) was added a hexane solution of n-BuLi (1.2 mL, 1.6 M, 1.9 mmol) 

dropwise by syringe at -78 oC. The mixture was stirred at the same temperature for 1 h. A solution of bis(2,6-

dimethylphenyl)fluoroborane[28] (408 mg, 1.7 mmol) in anhydrous THF (5 mL) was added to the reaction 

mixture via syringe. The reaction mixture was warmed to room temperature and stirred overnight. The reaction 
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was quenched with a saturated solution of NaCl and the aqueous layer was extracted with Et2O. The combined 

organic layer was dried over anhydrous Na2SO4, filtered, and concentrated under reduced pressure. The 

resulting mixture was subjected to silica gel column chromatography eluting with n-hexane to afford p-BrTAB 

(537 mg, 1.4 mmol) in 84% yield as a white solid: 1H NMR (500 MHz, CD2Cl2, rt, ppm): δ 7.55–7.51 (m, 2H), 

7.39–7.35 (m, 2H), 7.20 (t, J = 8 Hz, 2H), 7.03–6.98 (m, 4H), 2.03 (s, 12H). 13C{1H} NMR (126 MHz, CDCl3, 

rt, ppm): 144.2 (br), 144.0 (br.), 140.8, 138.1, 131.6, 129.4, 127.9, 127.5, 23.7. 11B NMR (160 MHz, CD2Cl2, 

rt, ppm): 74 (br). MS (EI+) m/z: 376 [M]+. HRMS (ASAP+): m/z calcd for [M]+: 376.0992; found: 376.0993 

[M] (|Δ| = 0.27 ppm). Elem. Anal. Calcd (%) for C22H22BBr: C, 70.07; H, 5.88; Found: C, 70.04; H, 6.02. 

 

III. SEM 
 

 

 

Figure S1. (a)-(d) SEM pictures of o-BrTAB as a ground powder. 
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Ⅳ. Photophysical spectra 
 

 

Figure S2. Normalized (a) photoluminescence emission, (b) excitation, and (c) time-gated (delay time 0.01 
ms) phosphorescence emission of o-BrTAB in the crystalline state and ground powder at room temperature in 
air (λex = 305 nm). (d) Normalized wavelength-dependent excitation spectra of o-BrTAB in the crystalline 
state from λex = 460 to 560 nm. (e) Phosphorescence decay (λem = 446 nm) of o-BrTAB in the crystalline state 
(τp= 0.8 ms) and ground powder (τp = 0.7 ms) at room temperature in air. (f) Phosphorescence decay (λem = 600 
nm) of o-BrTAB in the crystalline state (τp = 234 ms) and ground powder (τp = 191 ms) at room temperature 
in air.                  
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Table S1. Unit cell parameters of o-BrTAB obtained from the LeBail refinement of powder X-ray diffraction 
data at room temperature.  

Data o-BrTAB 

l / Å, radiation 1.5406, Cu-Ka1 

q range / ° 5 – 60 

a / Å 8.2022(5) 

b / Å 12.1584(5) 

c / Å 18.8797(6) 

a / ° 90.0 

b / ° 93.312(4) 

g / ° 90.0 

Volume / Å3 1879.7(1) 

Rp  0.0495 

wRp  0.0798 
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Figure S3. Powder X-ray diffraction patterns of compound o-BrTAB after grinding crystals in an agate mortar 
(top) in the full range 5 – 60° and (bottom) in the selected range 2q = 5 – 30°. Red crosses represent the 
experimental values. The continuous blue lines show the results of the Le Bail fit to the data. The difference 
between experimental data and LeBail fit is represented by the green lines at the bottom of the plots. Vertical 
bars show the positions of the Bragg reflections of o-BrTAB. 
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Figure S4. Normalized (a) PL emission and (b) time-gated phosphorescence emission spectra (delay time 0.01 
ms) spectra of o-BrTAB in 0.1, 1.0, 10, 40 and 60 % PMMA film and the crystalline state (λex = 305 nm).  

 

 

Figure S5. (a) Decays of the phosphorescence emission (λem = 446 nm, τp = 0.8 ms) of o-BrTAB in 40 % 
PMMA film, 60 % PMMA film and the crystalline state at room temperature in air. (b) Decays of the 
phosphorescence emission at 600 nm of o-BrTAB in 60 % PMMA film (τp = 226 ms) and the crystalline state 
(τp = 234 ms) at room temperature in air. 
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Figure S6. Normalized time-gated (delay time 0.01 ms) phosphorescence emission spectra of crystalline o-, 
m- and p-BrTAB at 77 K (λex = 305 nm). 

 

 

 

Figure S7. Decays of the phosphorescence emission (a) (λem = 445 nm) and (b) (λem = 500 nm) of crystalline 

o-, m- and p-BrTAB at 77 K. 
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Figure S8. (a) Photoluminescence emission and (b) time-gated (delay time 0.01 ms) phosphorescence emission 
spectra of crystalline m-BrTAB at different temperatures (λex = 305 nm). 

 
 

 

 

 

Figure S9. (a) Photoluminescence emission and (b) time-gated (delay time 0.01 ms) phosphorescence emission 
spectra of crystalline p-BrTAB at different temperatures (λex = 305 nm).
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V. Results of the quantum chemical computations 

 

 

 
Figure S10. Calculated absorption spectra of o-BrTAB, m-BrTAB and p-BrTAB compared to 
experimental spectra. 
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Figure S11. Calculated phosphorescence spectrum of monomeric o-BrTAB at 10 K. 

 
Table S2: Spin–orbit coupling matrix elements (absolute values, cm-1) of S1

M, T1
M, T2

M and T3
M states 

at the respective S1
M minimum. 

SOCME x y z (x2 + y2 + z2) 
o-BrTAB 

!𝑇!"#𝐻%#$#𝑆!"' 4.792 1.299 0.833 25.348 
!𝑇%"#𝐻%#$#𝑆!"' 122.773 44.841 39.445 18639.878* 

m-BrTAB 
!𝑇!"#𝐻%#$#𝑆!"' 0.117 0.165 0.106 0.052 
!𝑇%"#𝐻%#$#𝑆!"' 7.238 0.901 2.988 62.133       
!𝑇&"#𝐻%#$#𝑆!"' 9.894 3.037 3.934 122.585* 

p-BrTAB 
!𝑇!"#𝐻%#$#𝑆!"' 0.263 0.140 2.740 7.594* 
!𝑇%"#𝐻%#$#𝑆!"' 0.390 0.055 0.374 0.295 
!𝑇&"#𝐻%#$#𝑆!"' 0.353 1.055 1.805 4.497* 

* marks the fastest ISC channel of the low lying singlet and triplet states. 
 
Table S3. Photophysical properties of compounds o-BrTAB, m-BrTAB and p-BrTAB in vacuo as 
obtained from quantum chemical calculations. 

 λabs 
nm a 

kisc 
s-1 b 

λf 
nm c 

kf 
s-1 

τf 
ns d 

λp  
nm c 

kp 
s-1 

τp 
s d 

o-BrTAB 305 ≈ 1 ∙ 10!" 500 1 ∙ 10# 81 451, 488, 515, 563 515 0.002 

o-Dimer    1 ∙ 10# 96 - 1041 0.001 

m-BrTAB 306 ≈ 9 ∙ 10$ 412 2 ∙ 10# 49 - 0.202 4.94 

p-BrTAB 306 ≈ 3 ∙ 10$ 385 2 ∙ 10# 45 - 1.03 0.97 
aAbsorption maximum of line spectrum broadened by Gaussian function; b rate constant for the fastest 
of the open ISC channels (o-BrTAB: S1

M→T2
M, m-BrTAB: S1

M→T3
M and p-BrTAB: S1

M→T1
M/T3

M); 
c maximum of 0-0 band, maximum of Franck-Condon spectrum at 10 K; d radiative lifetime assuming a 
quantum yield of 100 %. 
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Table S4. Calculated phosphorescence lifetimes of the lowest triplet components. 

τp [s] Tα Tβ  Tγ Taverage Texp, short a Texp, long a 

o-BrTAB 0.0007 0.0367 0.0070 0.0019 0.8077 174.2307 o-Dimer 0.0003 0.0200 0.0297 0.0010 
m-BrTAB 2.3030 8.4451 18.3713 4.2161 5.6667 56.8889 m-Dimer 3.6310 0.3058 4.1039 0.7918 
p-BrTAB 1.6762 17.2833 0.4107 0.9712 0.9000 29.0500 p-Dimer 0.2339 3.5239 0.6741 0.4965 

a Radiative phosphorescence lifetime (τp/Φp) obtained from the experimental lifetime (τp) measured in 
the crystal at RT and the phosphorescence quantum yield (Φp). 
 
 

Table S5. Vertical and adiabatic energies of the low-lying excited singlet and triplet states in the 
monomers. Adiabatic energies are marked in grey. 

Energies [eV] @S0
M @S1

M @T1
M @T2

M @T3
M 

o-BrTAB 
S1

M 3.85 3.56 3.64 3.86a  
T1

M 3.26 3.25 2.98 3.17a  
T2

M 3.39 3.80 3.66 3.26a  
T3

M 3.53 3.98 3.79 3.63a  
m-BrTAB 

S1
M 3.89 3.78 3.96 3.94 3.91 

T1
M 3.32 3.39 3.03 3.83 3.27 

T2
M 3.38 3.52 3.86 3.01 3.38 

T3
M 3.49 3.71 3.95 3.94 3.42 

p-BrTAB 
S1

M 3.91 3.82 3.99 3.99 3.90 
T1

M 3.32 3.48 2.99 3.93 3.15 
T2

M 3.32 3.41 3.51 3.04 3.29 
T3

M 3.43 4.71 3.61 3.88 3.34 
a Obtained at the crossing point between T1 and T2. 

 
 
Table S6. Adiabatic energy gaps including vibrational zero-point energies. 

Energies [eV] o-BrTAB m-BrTAB p-BrTAB 
S1

M – S0
M 3.48 3.66 3.71 

T1
M – S0

M 2.89 2.91 2.93 
S1

M – T1
M 0.60 0.75 0.83 

S1
M – T2

M  0.76 0.78 
S1

M – T3
M  0.26 0.41 
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Table S7. Vertical and adiabatic energies of the low-lying excited singlet and triplet states in the dimers. 
Adiabatic energies are marked in grey. 

Energies [eV] @S0
D @S1

D @T1
D 

o-BrTAB 
S1

D 3.65 3.41 3.51 
T1

D 3.07 3.11 2.93 
T2

D 3.07 3.61 3.52 
T3

D 3.21 3.78 3.54 
T4

D 3.21 3.83 3.71 
m-BrTAB 

S1
D 3.75 3.64 3.68 

T1
D 3.26 3.33 2.93 

T2
D 3.26 3.54 3.63 

T3
D 3.30 3.80 3.72 

T4
D 3.30 3.81 3.79 

p-BrTAB 
S1

D 3.79 3.65 3.81 
T1

D 3.20 3.23 3.02 
T2

D 3.24 3.41 3.48 
T3

D 3.25 3.66 3.63 
T4

D 3.37 3.71 3.64 
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Table S8: Selected bond lengths and angles of the isolated compounds o-BrTAB, m-BrTAB and p-BrTAB 
as obtained from geometry optimizations of the S0

M, S1
M, T1

M, T2
M and T3

M states. R1 = bromo-xylyl, R2 = R3 
= xylyl 

o-BrTAB @S0
M @S1

M @T1
M   

B-R1 1.581 1.532 1.566   
B-R2 1.578 1.614 1.560   
B-R3 1.582 1.584 1.587   
C-Br 1.896 1.912 1.902   
Ð R1(C)-B-(C-C)R2 49.4 67.2 49.2   
Ð R2(C)-B-(C-C)R3 51.7 47.4 49.7   
Ð R3(C)-B-(C-C)R1 42.4 23.1 31.3   
Ð R2(C)-B-(C-C)R1 44.2 19.3 33.3   
Ð R3(C)-B-(C-C)R2 52.3 58.1 46.3   
Ð R1(C)-B-(C-C)R3 55.3 49.8 51.1   
m-BrTAB @S0

M @S1
M @T1

M @T2
M @T3

M 
B-R1 1.574 1.531 1.568 1.568 1.553 
B-R2 1.581 1.586 1.594 1.560 1.589 
B-R3 1.582 1.606 1.559 1.595 1.587 
C-Br 1.891 1.900 1.893 1.894 1.873 
Ð R1(C)-B-(C-C)R2 54.5 48.4 62.5 36.1 -51.9 
Ð R2(C)-B-(C-C)R3 55.0 65.6 42.1 61.7 -55.7 
Ð R3(C)-B-(C-C)R1 27.8 13.2 25.6 20.1 -20.1 
Ð R2(C)-B-(C-C)R1 27.9 19.6 20.3 25.3 -22.2 
Ð R3(C)-B-(C-C)R2 54.6 49.1 61.6 41.9 -51.2 
Ð R1(C)-B-(C-C)R3 54.9 69.8 36.4 62.7 -55.7 
p-BrTAB @S0

M @S1
M @T1

M @T2
M @T3

M 
B-R1 1.571 1.530 1.543 1.566 1.561 
B-R2 1.583 1.606 1.588 1.559 1.584 
B-R3 1.583 1.586 1.588 1.595 1.584 
C-Br 1.887 1.890 1.854 1.887 1.872 
Ð R1(C)-B-(C-C)R2 55.1 69.5 52.4 35.2 53.4 
Ð R2(C)-B-(C-C)R3 55.0 49.1 52.3 63.5 53.1 
Ð R3(C)-B-(C-C)R1 27.2 19.8 21.8 19.2 26.4 
Ð R2(C)-B-(C-C)R1 27.2 13.2 21.8 24.9 26.4 
Ð R3(C)-B-(C-C)R2 55.0 65.5 51.6 41.0 53.1 
Ð R1(C)-B-(C-C)R3 55.0 48.4 52.9 63.9 53.4 
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Figure S12. Dimer geometries of o-BrTAB (a), p-BrTAB (b) and m-BrTAB (c). 

a b 

c 
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Difference Densities: 
 

   
S1M @ S0M T1M @ S0M S1M @ S1M 

   

   
T1M @ S1M T2M @ S1M T1M @ T1M 

Figure S13. Difference densities of the S1
M, T1

M, and T2
M states of o-BrTAB at various molecular 

geometries. Red areas indicate a loss of electron density upon excitation from the electronic ground state, 
and blue areas a gain. 
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S1M @ S0M T1M @ S0M T2M @ S1M 

   
T3M @ S0M S1M @ S1M T1M @ S1M 

   
T2M @ S1M T3M @ S1M T1M @ T1M 

  

 

T2M @ T2M T3M @ T3M  

Figure S14. Difference densities of the S1
M

, T1
M, T2

M and T3
M states of m-BrTAB. For color codes, see 

above. 
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S1M @ S0M T1M @ S0M T2M @ S0M 

   
T3M @ S0M S1M @ S1M T1M @ S1M 

   
T2M @ S1M T3M @ S1M T1M @ T1M 

  

 

T2M @ T2M T3M @ T3M  

Figure S15. Difference densities of the S1
M

, T1
M, T2

M and T3
M states of p-BrTAB. For color codes, see 

above 

 



 

S23 
 

  
S1D @ S0D T1D @ S0D 

  
S1D @ S1D T1D @ S1D 

  
S1D @ T1D T1D @ T1D 

Figure S16. Difference densities of the S1
D and T1

D states of the o-BrTAB dimer. For color codes, see 
above. 
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S1D @ S0D T1D @ S0D 

  

S1D @ S1D T1D @ S1D 

  

S1D @ T1D T1D @ T1D 
Figure S17. Difference densities of the S1

D and T1
D states of the m-BrTAB dimer. For color codes, see 

above. 
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S1D @ S0D T1D @ S0D 

  
S1D @ S1D T1D @ S1D 

  

S1D @ T1D T1D @ T1D 
Figure S18. Difference densities of the S1

D and T1
D states of the p-BrTAB dimer. For color codes, see 

above. 
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S0M - S1M S0M - T1M S1M - T1M 

Figure S19. Structure overlays of o-BrTAB. 

  

   

S0M - S1M S0M - T1M S1M - T1M 

  

 

S1M - T2M S1M - T3M  

Figure S20. Structure overlays of m-BrTAB. 
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S0M - S1M S0M - T1M S1M - T1M 

  

 

S1M - T2M S1M - T3M  

Figure S21. Structure overlays of p-BrTAB. 
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Ⅵ. Single-crystal X-ray diffraction 

Table S9. Single-crystal X-ray diffraction data and structure refinements of o-BrTAB, m-BrTAB and p-

BrTAB at 100 K. 

Data o-BrTAB m-BrTAB p-BrTAB 
CCDC number 2085814 2085815 2085816 

Empirical formula C22H22BBr  C22H22BBr C22H22BBr 
Formula weight / 

g·mol–1 377.11 377.11 377.11 

T / K 100(2) 100(2) 100(2) 
Radiation, l / Å  Mo-Ka 0.71073 Mo-Ka 0.71073 Mo-Ka 0.71073 

Crystal size / mm³ 0.42×0.29×0.22 0.34×0.21×0.09 0.32×0.30×0.25 
Crystal color, habit colorless block colorless plate colorless block 

µ / mm–1 2.235 2.230 2.213 
Crystal system Monoclinic Triclinic Monoclinic 
Space group P21/n P`1 C2/c 

a / Å 8.1374(6) 7.559(3) 21.837(7) 
b / Å 12.0614(9) 8.296(3) 18.956(5) 
c / Å 18.7609(14) 15.372(6) 17.946(8) 
a / ° 90 102.84(3) 90 
b / ° 93.027(2) 94.23(2) 90.31(4) 
g / ° 90 99.364(18) 90 

Volume / Å3 1838.8(2) 921.3(6) 7429(5) 
Z 4 2 16 

rcalc / g·cm–3 1.362 1.359 1.349 
F(000) 776 388 3104 

q range / ° 2.008 - 27.481 2.562 - 29.575 2.149 - 29.574 
Reflections collected 36785 25129 95509 
Unique reflections 4221 5190 10416 

Parameters / restraints  221 / 0 221 / 0 441 / 0 
GooF on F2 1.060 1.059 1.019 
R1 [I>2s(I)] 0.0350 0.0422 0.0306 

wR2 (all data) 0.0973 0.1117 0.0776 
Max. / min. residual electron 

density / e·Å–3 1.278 / –0.548 2.049 / –0.380 0.439 / –0.594 
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Table S10. Single-crystal X-ray diffraction data and structure refinements of o-BrTAB, m-BrTAB and p-
BrTAB at ambient temperature.  

Data o-BrTAB m-BrTAB p-BrTAB 
CCDC number 2089473 2118234 2118235 

Empirical formula C22H22BBr  C22H22BBr C22H22BBr 
T / K 290(2) 296(2) 300(2) 

Radiation, l / Å Mo-Ka 0.71073 Mo-Ka 0.71073 Mo-Ka 0.71073 
Crystal size / mm³ 0.10×0.22×0.31 0.33×0.28×0.07 0.37×0.32×0.20 
Crystal color, habit Colorless block Colorless plate Colorless block 

µ / mm–1 2.178 2.162 2.213 
Crystal system Monoclinic Triclinic Monoclinic 
Space group P21/n P`1 C2/c 

a / Å 8.200(6)   7.6560(17) 21.9758(5) 
b / Å 12.164(6) 8.3568(9) 19.2403(5) 
c / Å 18.944(8) 15.496(3) 18.2089(3) 
a / ° 90 102.709(10) 90 
b / ° 93.277(7) 94.76(3) 91.0120(10) 
g / ° 90 98.290(19) 90 

Volume / Å3 1886.4(17) 950.3(3) 7697.9(3) 
Z 4 2 16 

rcalc / g·cm–3 1.328 1.318 1.302 
F(000) 776 388 3104 

q range / ° 1.991 - 26.372 1.357 – 26.370 2.394 – 26.371 
Reflections collected 27916 25227 50647 
Unique reflections 3859 3891 7870 

Parameters / restraints  221 / 0 221 / 0 441 / 0 
GooF on F2 1.120 1.059 1.054 
R1 [I>2s(I)] 0.0476 0.0489 0.0349 

wR2 (all data) 0.1197 0.1212 0.0990 
Max. / min. residual electron 

density / e·Å–3 
0.373 / –0.579 0.590 / –0.512 0.412 / –0.716 
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Figure S22. The solid-state molecular structure of o-BrTAB determined by single-crystal X-ray diffraction at 
100 K. Ellipsoids are drawn at the 50% probability level, and H atoms are omitted for clarity. 
 

 
Figure S23. The solid-state molecular structure of m-BrTAB determined by single-crystal X-ray diffraction 
at 100 K. Ellipsoids are drawn at the 50% probability level, and H atoms are omitted for clarity. 
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Figure S24. The solid-state molecular structure of p-BrTAB determined by single-crystal X-ray diffraction at 
100 K. Ellipsoids are drawn at the 50% probability level, and H atoms are omitted for clarity. Only one of two 
non-symmetry-equivalent molecules is shown here. 
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Table S11. Selected bond lengths (Å), angles (°), and intramolecular contacts (Å) of o-BrTAB, m-BrTAB and 
p-BrTAB at 100 K. Aryl rings are numbered R1, R2, or R3 according to the C1, C7, or C15 atom being present 
and bonded to the boron atom, respectively.  
 

 o-BrTAB m-BrTAB  p-BrTAB 

   Molecule 1 Molecule 2 

C–Br 1.906(2) 1.899(2) 1.8982(16) 1.9007(17) 

Ð C1–B–C15 
Ð C1–B–C7 
Ð C7–B–C15 

121.38(18) 
116.28(18) 
122.15(19) 

119.06(18) 
118.00(18) 
122.92(18) 

119.58(14) 
119.16(13) 
121.26(13) 

119.46(13) 
122.29(13) 
118.22(13) 

Sum Ð CBC 359.8(2) 360.0(2) 360.0(1) 360.0(1) 

B-C1 
B–C7 
B–C15 

 1.578(3) 
1.583(3) 
1.574(3)  

1.577(3) 
1.579(3) 
1.575(3)  

1.563(2) 
1.583(2) 
1.581(2) 

1.561(2) 
1.585(2) 
1.580(2) 

Ð BC3 – aryl R1 
Ð BC3 – aryl R2 
Ð BC3 – aryl R3 

38.61(9) 
61.02(6) 
55.21(9)  

21.33(12) 
59.69(9) 
50.09(9)  

20.06(8) 
63.38(7) 
57.88(7) 

24.77(7) 
53.47(7) 
68.62(7) 

Ð B–C1–C2 
Ð B–C1–C6 
Ð B–C15–C16 
Ð B–C15–C20 
Ð B–C7–C12 
Ð B–C7–C8 

127.2(2) 
117.74(19) 
120.81(19) 
120.93(19) 
121.59(19) 
119.71(19) 

121.18(18) 
117.47(19) 
121.33(18) 
120.69(19) 
121.47(18) 
120.22(19) 

121.27(13) 
121.34(14) 
121.27(14) 
120.78(14) 
120.36(13) 
120.88(14) 

122.85(14) 
119.98(13) 
120.93(14) 
120.37(14) 
120.77(13) 
121.32(13) 

Shortest B–Br 
contact 

3.345(2)    

Shortest C15–Br 
contact 

3.298(2)    
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Table S12. Selected bond lengths (Å), angles (°), and intramolecular contacts (Å) of o-BrTAB, m-BrTAB and 
p-BrTAB at ambient temperature. Aryl rings are numbered R1, R2, or R3 according to the C1, C7, or C15 
atom being present and bonded to the boron atom, respectively.  
 

 o-BrTAB m-BrTAB  p-BrTAB 

T (K) 290(2) 296(2) 300(2) 

   Molecule 1 Molecule 2 

C–Br 1.905(4) 1.896(3) 1.896(2) 1.899(2) 

Ð C1–B–C15 
Ð C1–B–C7 
Ð C7–B–C15 

121.3(4) 
116.1(3) 
122.4(3) 

119.3(2) 
117.4(3) 
123.3(3) 

119.35(18) 
118.66(17) 
121.99(18) 

119.57(17) 
121.78(17) 
118.63(16) 

Sum Ð CBC 359.8(3) 360.0(3) 360.0(1) 360.0(2) 

B-C1 
B–C7 
B–C15 

 1.578(5) 
1.581(5) 
1.565(5)  

1.575(4) 
1.584(4) 
1.572(4)  

1.561(3) 
1.581(3) 
1.583(3) 

1.560(3) 
1.587(3) 
1.579(3) 

Ð BC3 – aryl R1 
Ð BC3 – aryl R2 
Ð BC3 – aryl R3 

39.27(2) 
60.38(1) 
54.78(2)  

22.30(12) 
60.46(12) 
49.85(12)  

22.15(8) 
63.22(8) 
57.06(8) 

27.05(8) 
53.57(8) 
66.37(8) 

Ð B–C1–C2 
Ð B–C1–C6 
Ð B–C15–C16 
Ð B–C15–C20 
Ð B–C7–C12 
Ð B–C7–C8 

127.2(3) 
118.0(3) 
120.8(3) 
121.6(3) 
121.4(3) 
120.2(3) 

121.5(3) 
117.4(3) 
121.3(3) 
121.0(3) 
121.3(3) 
119.8(3) 

121.44(17) 
121.83(17) 
121.20(19) 
120.83(18) 
120.77(19) 

120.5(2) 

122.74(17) 
120.54(17) 
120.93(18) 
120.17(18) 
121.04(17) 
121.03(17) 

Shortest B–Br 
contact 

3.350(4)    

Shortest C15–Br 
contact 

3.304(4)    
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Table S13. Intermolecular C−H···C/Br, C···C/Br, and H···H interaction distances (Å) and angles (°) in o-
BrTAB, m-BrTAB and p-BrTAB at 100 K.  
 

 

  

Compound C−H···C(Br) H··· C(Br,H) C···C(Br)  ∠(CHC(Br)) 

 C4−H4···Br1 3.1001(3) 3.354(2) 97.16(15) 
 C5−H5···C9 2.802(2)  3.618(3) 144.62(15) 

o-BrTAB 
 
 
 

C19−H19···C3 2.802(2) 3.730(3) 165.82(15) 
C10−H10···C19 2.753(2) 3.488(3) 134.74(14) 
C17−H17···C10 2.800(2) 3.652(3) 149.78(15) 
C17−H17···C11 2.821(2) 3.768(3) 175.45(15) 
C14···C18 (methyl)  3.361(3)  

m-BrTAB 

C22(methyl)−H22B···C18 2.836(2) 3.676(4) 144.13(17) 
C9−H9···C16 2.861(2) 3.790(3) 166.26(15) 
C17−H17···C9 2.888(3) 3.699(4) 143.96(15) 
C14(methyl)−H14B···Br1 2.9425(12) 3.898(3) 165.05(14) 
C10−H10···Br1 3.0346(13) 3.736(3) 131.85(15) 

p-BrTAB 

H11_1··· H11_1 2.3628(10)   
H10_1··· H17_1 2.2659(5)   
C2−H2_1···C4 2.8390(17) 3.752(2) 161.38(10) 
C3−H3···C9_1 2.821(2) 3.520(3) 131.16(11) 
C3−H3···C10_1 2.820(2) 3.686(3) 152.03(11) 
C9−H9···C16 2.8655(18) 3.783(3) 162.62(11) 
C13(methyl)−H13C_1···C17 2.8102(18) 3.653(3) 144.58(10) 
C3_1···Br1  3.480(2)  
C14(methyl)−H14B_1···Br1 2.9635(11) 3.594(2) 123.11(10) 
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Table S14. Intermolecular C−H···C/Br, C···C/Br, and H···H interaction distances (Å) and angles (°) in o-
BrTAB, m-BrTAB and p-BrTAB at ambient temperature. Significant intermolecular contacts as calculated 
below the sum of van der Waals radii using the Mercury program[24] are shown in black, while longer contacts, 
which do not play a significant role, are shown in bold for comparison with the close contacts at 100 K given 
in Table S13. 
 

 

 
  

Compound C−H···C(Br) H··· C(Br,H) C···C(Br)  ∠(CHC(Br)) 

 C4−H4···Br1 3.1579(9) 3.432(5) 99.2(3) 
 C5−H5···C9 2.855(4)  3.658(5) 145.3(2) 

o-BrTAB 
290(2) K 
 
 
 

C19−H19···C3 2.907(5) 3.809(6) 163.8(3) 
C10−H10···C19 2.846(4) 3.577(6) 136.4(2) 
C17−H17···C10 2.873(4) 3.709(6) 150.4(3) 
C17−H17···C11 2.873(4) 3.802(6) 177.2(3) 
C14···C18 (methyl)  3.426(6)  

m-BrTAB 
296(2) K 

C22(methyl)−H22B···C18 2.981(4) 3.759(6) 139.0(3) 
C9−H9···C16 2.946(3) 3.858(4) 167.2(2) 
C17−H17···C9 2.980(3) 3.779(5) 144.9(2) 
C14(methyl)−H14B···Br1 2.9857(8) 3.927(3) 166.77(18) 
C10−H10···Br1 3.1583(6) 3.846(4) 132.3(3) 

p-BrTAB 
300(2) K 

H11_1··· H11_1 2.480(1)   
H10_1··· H17_1 2.393(1)   
C2−H2_1···C4 2.9083(19) 3.792(3) 159.20(14) 
C3−H3···C9_1 2.887(2) 3.585(3) 132.78(13) 
C3−H3···C10_1 2.913(2) 3.763(3) 152.60(13) 
C9−H9···C16 2.982(2) 3.879(4) 162.38(17) 
C9–H9···C17 2.935(2) 3.819(3) 159.24(16) 
C13(methyl)−H13C_1···C17 2.870(2) 3.699(3) 145.18(15) 
C3_1···Br1  3.611(3)  
C14(methyl)−H14B_1···Br1 2.9648(4) 3.635(3) 127.98(15) 
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Table S15. Aryl···aryl (p···π) distances (Å) and angles (°) in crystals of m-BrTAB at 100 K and 296 K: 
nearest-neighbour (nn) C···C distances, centroid-centroid distances, interplanar separations, shifts, and slip 
angles. Aryl rings are numbered R1 or R3 according to the C1 or C15 atom being present and bonding to the 
boron atom, respectively.  
 

 
 
 

 
 

Figure. S25. Percentage contributions to the Hirshfeld surface area for the various close intermolecular 
contacts in o-BrTAB, m-BrTAB, and p-BrTAB at 100 K. In p-BrTAB, two symmetrically non-equivalent 
molecules are distinguished by slightly different contributions. 

 
 

  

Compound 
 
 

Aryl···Aryl nn 
C···C 

Centroid- 
centroid 
distance 

Interplanar 
separation 

Shift Slip angle 

m-BrTAB 
100 K 

R1···R1 3.698(5)  4.285(2) 3.640(3) 2.261(4) 31.8 

R3···R3 3.637(5)  4.951(3) 3.544(4) 3.457(4) 44.3 

m-BrTAB 
296 K 

R1···R1 3.871(8)  4.455(3) 3.812(4) 2.305(6) 31.2 

R3···R3 3.750(7)  5.034(3) 3.645(6) 3.473(6) 43.6 
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Table S16. Properties of crystals of o-BrTAB, m-BrTAB and p-BrTAB at ambient temperature and at 100 K: 
Volume of the molecule within van der Waals (Vm), Hirshfeld (VH), and of the surface of the crystal voids (Vv), 
surface area of the molecule within van der Waals (SAm), Hirshfeld (SAH), and void surface area (SAv), crystal 
packing coefficient (ck), solvent accessible volume (Vsolv), and percentage of intermolecular contacts. pfu…per 
formula unit; van der Waals radii used: C 1.7 Å, H: 1.09 Å, B: 2 Å, Br: 1.85 Å. 
 

 o-BrTAB m-BrTAB p-BrTAB 

T (K) 
290 100 296 100 Mol. 1 

300 K 
Mol. 2 
300 K 

Mol. 1 
100 K 

Mol. 2 
100 K 

Vm / Å³ 299.75 302.60 300.52 303.08 300.13 300.93 302.56 303.09 

SAm / Å² 344.28 347.42 345.67 348.27 346.83 346.31 350.12 348.78 

VH / Å³ 464.68 452.75 467.53 453.02 472.65 474.25 455.65 457.64 

SAH / Å² 367.41 364.05 382.95 378.28 382.30 386.48 376.05 380.28 

Vv / Å³ 263.15 218.07 130.42 104.28 1174.41 912.57 

Vv / Å³ pfu 65.79 54.52 65.21 52.14 73.40 57.04 

SAv / Å² 752.74 644.85 387.91 323.83 3275.62 2820.38 

SAv / Å² 
pfu 

188.19 161.21 193.96 161.92 204.73 176.27 

ck 0.635 0.658 0.633 0.658 0.624 0.653 
 

Vsolv / Å³ 31.9 
(1.7%) 

0.0 (0%) 41.9 
(4.4%) 

16.2 
(1.8%) 

209.2 (2.7%) 39.3 (0.5%) 
 

Br×××Br /% 0 0 0 0 0.3 1.8 0.2 1.6 

Br×××C / % 1.7 1.8 0.4 0.5 1.4 1.4 1.5 1.4 

Br×××H / % 10.2 10.0 15.6 15.4 12.1 15.5 11.9 15.1 

C×××C / % 0 0 1.4 1.6 0.4 0.4 0.6 0.5 

C×××H / % 20.4 21.4 18.9 19.9 23.5 18.1 24.6 19.1 

H×××H / % 67.7 66.8 63.6 62.7 62.4 62.8 61.2 62.3 
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Figure S26. Two-dimensional fingerprint plots of molecules o-BrTAB, m-BrTAB, and p-BrTAB at 100 K 
calculated from the Hirshfeld surfaces. In p-BrTAB, two non-equivalent molecules are distinguished. The top 
row shows the complete fingerprint plots, while the other plots indicate the contributions of the individual 
intermolecular interactions (H×××H, C×××H, Br×××H, C×××C, Br×××C, and Br×××Br from top to bottom) within the grey 
area of all contributions. 
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Figure S27. Hirshfeld surface of o-BrTAB at 100 K mapped with dnorm over the range -0.113 to 1.476. Close 
contacts are shown in red on the surface. 

 

Figure S28. Hirshfeld surface of m-BrTAB at 100 K mapped with dnorm over the range -0.113 to 1.476. Close 
contacts are shown in red on the surface. 
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Figure S29. Hirshfeld surface of p-BrTAB at 100 K mapped with dnorm over the range -0.102 to 1.532. Close 
contacts are shown in red on the surface. 

 
Figure S30. Hirshfeld surface of o-BrTAB mapped with dnorm over the range -0.113 to 1.476 at 100 K. 
Neighboring molecules associated with close contacts are shown.  
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Figure S31. Hirshfeld surface of m-BrTAB mapped with dnorm over the range -0.113 to 1.476 at 100 K. 
Neighboring molecules associated with close contacts are shown.  

 
Figure S32. Hirshfeld surface of p-BrTAB mapped with dnorm over the range -0.102 to 1.532 at 100 K. 
Neighboring molecules associated with close contacts are shown.  
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Ⅶ. 1H, 13C, 11B, GC-MS and HRMS spectra 

 
Figure S33. 1H NMR spectrum (500 MHz, CD2Cl2) of o-BrTAB. 
 

 

Figure S34. 13C{1H} NMR spectrum (126 MHz, CD2Cl2) of o-BrTAB. 
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Figure S35. 11B NMR spectrum (160 MHz, CD2Cl2) of o-BrTAB. 
 

 

Figure S36. GC-MS total ion chromatogramTIC and MS (EI)m/z of o-BrTAB. 
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Figure S37. HR-ESI-MS spectrum of o-BrTAB. 

 
Figure S38. 1H NMR spectrum (500 MHz, CD2Cl2) of m-BrTAB. 
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Figure S39. 13C{1H} NMR spectrum (126 MHz, CD2Cl2) of m-BrTAB. 

 

Figure S40. 11B NMR spectrum (160 MHz, CD2Cl2) of m-BrTAB. 
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Figure S41. GC-MS total ion chromatogramTIC and MS (EI)m/z of m-BrTAB. 
 

 

Figure S42. HR-ESI-MS spectrum of m-BrTAB. 

 



 

S47 
 

 
Figure S43. 1H NMR spectrum (500 MHz, CD2Cl2) of p-BrTAB. 
 

 

Figure S44. 13C{1H} NMR spectrum (126 MHz, CDCl3) of p-BrTAB. 
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Figure S45. 11B NMR spectrum (160 MHz, CD2Cl2) of p-BrTAB. 

 

Figure S46. GC-MS total ion chromatogramTIC and MS (EI)m/z of p-BrTAB. 
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Figure S47. HR-ESI-MS spectrum of p-BrTAB. 
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Abstract: Derivatives of dipole transition moments between spin–orbit coupled 
(SOC) multireference configuration interaction wave functions have been used 
in conjunction with vibrational frequencies from density functional theories to 
compute vibronic S1←S0 (11B3u←11Ag ) and T1←S0 (13B3u← 11Ag) absorption 
spectra in Herzberg–Teller approximation. The experimentally known spectra 
are well reproduced. The calculations reveal unexpectedly small spin–orbit 
couplings between the 13B3u (3nπ*) state and nearby optically bright 1B2u (1ππ*) 
states, thus explaining the absence of the 1

1g01b  ( 1
10a0ν ) fundamental in the vib-

rational fine-structure of the T1←S0 transition. Adiabatically, two triplet states 
are found below the S1 state. The out-of-plane distorted T2 minimum results 
from a pseudo Jahn–Teller interaction between two 3ππ* states of B1u and B2u 
symmetry. At the D2h-symmetric S0 and S1 minimum geometries, the latter 
states are located well above S1. The S1 and T2 potentials intersect at geo-
metries far away from the Franck–Condon region. This explains the apparently 
contradictory results that the linewidth in the higher energy regime above the 
T1←S0 origin suddenly broadens while no trace of a second triplet state, loc-
ated energetically below the S1 origin, could be identified in phosphorescence 
excitation spectra of the ultracold isolated pyrazine molecule. 
Keywords: density functional theory; multireference configuration interaction; 
Herzberg–Teller coupling; singlet–triplet transitions; azabenzenes. 

INTRODUCTION 
Pyrazine (1,4-diazabenzene) is a prominent example where it has been pro-

ven necessary to go beyond the Franck–Condon approximation for understanding 
the intensity distribution in the S1←S0 absorption spectrum. Its first excited sing-
let state is of nπ* type and known to borrow the intensity from higher-lying optic 
ally bright ππ* states by vibronic coupling via the  ν10a (b1g) and ν5 (b2g) vibra-
tional modes. A comprehensive review of the experimental and theoretical know-
ledge on its vibronic spectra as of 1988 has been presented by Innes et al.1  
                                                                                                                    

* Corresponding author. E-mail: Christel.Marian@hhu.de 
https://doi.org/10.2298/JSC190510048D 

________________________________________________________________________________________________________________________Available on line at www.shd.org.rs/JSCS/

(CC) 2019 SCS.
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For the corresponding singlet–triplet absorption, similar vibronic activity 
might be expected as the vibrational frequencies in the first excited triplet state 
closely resemble those of S1.2 In contrast to the S1←S0 absorption, the T1←S0 
phosphorescence excitation spectrum in a supersonic jet shows no evidence of 
strong vibronic coupling. Tomer et al.3 report that the fundamental 1

10a0ν  and 
1

50ν  transitions are absent in the T1←S0 spectrum. Instead, the overtones of ν10a 
are seen in phosphorescence excitation spectra of neat crystals.1 Another intri-
guing experimental result concerns the question whether one or two triplet states 
are located below S1. Hochstrasser and Marzzacco4 observed a sudden increase 
of bandwidth from 1 to 15 cm–1 in the singlet–triplet absorption spectrum of 
pyrazine crystals at 4.2 K, about 1600 cm–1 above the origin transition. Methyl-
ation of pyrazine in 2- and 6-positions lowers this threshold to about 50 cm–1 
while tetramethylpyrazine shows only a diffuse spectrum. These results were 
interpreted as a manifestation of a perturbation on the 3nπ* state by a 3ππ* state 
that is located below the first excited singlet state and has some negligible elec-
tric dipole oscillator strength.4 Resonance-enhanced multi-photon ionization 
experiments in supersonic jets point in the same direction. Villa et al.5 were 
unable to induce one-colour photoionization of 2-methylpyrazine when the excit-
ation energy was tuned to higher-lying vibronic levels of T1. These authors con-
sider displacements along a vibronically active out-of-plane coordinate, due to 
strong pseudo-Jahn–Teller distortion as a possible cause for the poor Franck– 
–Condon factors aggravating the one-colour photoionization. However, no trace 
of a second triplet state, located energetically below the S1 origin, could be found 
in phosphorescence excitation spectra of the ultracold isolated pyrazine molecule.3 
The signals appearing in the T1←S0 absorption spectra in this energy regime at 
higher temperatures were interpreted as hot bands of the S1←S0 absorption.2,3,6 

So far, the quantum chemical simulations of the vibronic spectra of pyrazine 
focussed on the singlet absorption and fluorescence. Woywod et al.7 employed a 
vibronic-coupling model Hamiltonian based on the Taylor expansion of diabatic 
potentials to model the absorption spectrum of the interacting S1–S2 manifold. 
Besides the S1–S2 coupling mode  ν10a, they took three totally symmetric tuning 
modes (ν1, ν6a, ν9a) into consideration. Berger et al.8 used a Herzberg–Teller exp-
ansion in all vibrational coordinates to model the S0–S1 absorption and fluor-
escence spectra at 0 and 300 K. Herein, the strongly anharmonic  ν10a coupling 
mode was expanded in terms of harmonic oscillators. Weber and Reimers9 pre-
sented an extensive quantum chemical study on the vibrational frequencies in the 
T1 state but did not address any spin-forbidden T1–S0 transitions. Siebrand and 
Zgierski10 as well as Fischer2 modelled the interaction between vibronic and 
spin–orbit coupling in pyrazine, but they had to estimate the magnitudes of the 
coupling matrix elements or treated them as fitting parameters. 
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The main focus of the present paper is on the apparent contradictions rel-
ating to the interpretation of the measured T1←S0 and S1←S0 spectra of pyrazine. 
In particular, we want to understand why the T1←S0 spectrum shows signific-
antly less vibronic activity than the S1←S0 spectrum. Further, we will try to cla-
rify the energetic position of the T2 state and its possible role in the spectral 
broadening of the higher-lying T1←S0 bands. To this end, we will carry out the 
extensive quantum chemical calculations on the ground and electronically 
excited states of pyrazine including both vibronic and spin–orbit coupling effects. 

THEORY AND COMPUTATIONAL METHODS 
In the framework of the Franck–Condon (FC) approximation,11,12 the transition moment, 

in an intensity calculation of molecular absorption or emission spectra, can be written as a 
simple product of an electronic term and FC factors depending solely on the vibrational deg-
rees of freedom. For strong electronic transitions of polyatomic molecules, e.g., spin-allowed 
ππ* transitions, this approximation is usually sufficient to describe the intensity distribution of 
the vibrational fine-structure of a band. The picture changes when it comes to the electronic 
transitions with small oscillator strengths, e.g., nπ* excitations of heteroaromatic molecules, 
or if highly resolved spectra are to be interpreted. In this case, the transition moment cannot be 
considered independent of the nuclear motion and the coupling between the vibrational and 
electronic degrees of freedom, i.e., vibronic coupling has to be taken into account in the 
modelling. For small triatomic and tetraatomic molecules, the sophisticated Hamiltonians 
have been worked out by Perić and co-workers13-15 which include these couplings and are 
applicable to vibronic transitions involving even large-amplitude motions. In the more general 
case of polyatomic molecules, the formulation of such model Hamiltonians is too complicated 
and simpler strategies have to be pursued. One way to proceed is to follow the approach of 
Herzberg and Teller who formulated a coupling model in which the electric dipole transition 
moment is expanded about a reference point (typically the equilibrium geometry Q0) as a 
function of the normal mode displacements, Qk:16 

 0
0

( )ij

N
ij

ij k
kk

Q Q
Q
μ

μ μ
∂ 

= + +… 
∂ 

  (1) 

If the normal mode composition differs strongly between the initial and final states of the 
transition, it is wise to include Duschinsky effects17 in the Herzberg–Teller (HT) treatment of 
the vibronic coupling.18 A further complication arises if the initial and final states exhibit dif-
ferent spin multiplicities which is the case, e.g., in singlet–triplet transitions. In these cases, an 
additional coupling term between the spin and spatial electronic angular momenta is required 
in the Hamiltonian to make the radiative transition allowed.19 Perturbation theories addressing 
spin–forbidden radiative transitions by sum-over-states expressions are known to be slowly 
convergent with respect to the number of states included.20 Here, we propose a conceptually 
simple, though resource-intensive way to include spin–orbit coupling and Herzberg–Teller 
coupling simultaneously. To this end, the spin–orbit-coupled correlated wave functions Ψi and 
Ψj and the corresponding electric dipole transition moments are generated by a variational 
multireference spin–orbit configuration interaction (MRSOCI)21 procedure and the first deri-
vative of the transition matrix element with respect to the dimensionless normal coordinate Qk 
is calculated by finite differences: 
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where ∈k denotes the unit vector in the direction of the normal mode Qk and ε is the step 
length. 

The electronic ground-state geometry of pyrazine was optimized at the level of density 
functional theory (DFT). For the optimization of the excited singlet states, the full linear res-
ponse time-dependent density functional theory (TDDFT) was used, while the Tamm–Dan-
coff approximation (TDA) was employed for the triplet calculations.22 Herein, the PBE0 
density functional23,24 in combination with a valence triple zeta basis set with polarization 
functions (TZVP)25 was utilized. All structures were optimized starting with D2h-symmetry 
constraints, while lowering the point-group symmetry if the stationary point turned out to be a 
saddle point. For an easier comparison with the experimental literature, the D2h-symmetric 
molecule was chosen to lie in the yz plane, with the z axis running through the nitrogen cen-
tres. The geometry optimizations and the computation of two-electron integrals in a resol-
ution-of-the-identity (RI) approximation were performed with the Turbomole 7.1 program 
package26. In the RI step, the auxiliary basis sets27 optimized for Møller–Plesset calculations 
were engaged. The minima were verified by the numerical harmonic frequency analysis util-
izing the SNF program.28 The numerical frequencies were scaled by 0.9944 to account for sys-
tematic errors of the PBE0 functional.29 

To calculate the vertical excitation energies, the dipole transition moments and the oscil-
lator strengths at DFT or TDDFT optimized geometries, the DFT/MRCI method was used 
employing the original Hamiltonian developed by Grimme and Waletzke.30,31 Herein, Kohn– 
–Sham molecular orbitals (MOs) in conjunction with the BH-LYP density functional32,33 serve 
as the one-particle basis. Secular equations for the electronic ground state and 40 excited sing-
let and triplet states, distributed equally over all irreducible representations, were solved. The 
DFT/MRCI wave functions were used to calculate spin–orbit coupling matrix elements 
(SOCMEs) utilizing the spin–orbit coupling kit (SPOCK)34,35 developed in our laboratory. In 
SPOCK, an effective one-electron spin–orbit mean-field (SOMF) Hamiltonian36 is used, 
which treats the two-electron interactions in a Hartree–Fock-like manner. Additionally, the 
one-centre atomic mean-field integral (AMFI)37 approach is used to reduce the computational 
cost. The spin–orbit coupled wave functions for the lowest 20 states and their electric dipole 
transition moments, µ, in length form were determined using the DFT/MRSOCI method21 
implemented in SPOCK. 

The first-order derivatives of the dipole transition moments, µ, at the ground state geo-
metry were computed numerically. To this end, the minimum structure was distorted by ±0.1 
units along the dimensionless normal modes. At each distorted geometry, DFT/MRCI and 
concomitant DFT/MRSOCI single-point calculations were carried out, followed by a comput-
ation of the dipole transition moment and its first derivative according to Eq. (2). A complic-
ation arises due to the fact that the phases of the matrix elements are arbitrary. They are deter-
mined by the phases of the wave functions Ψi and Ψj and of the MOs from which the deter-
minants are constructed. These phases can change from point to point. Tatchen et al.38 used 
the reference matrix elements involving a third, strongly coupling state to fix the phases of the 
matrix elements relative to the undistorted geometry. In the pyrazine case, the dipole transit-
ion matrix elements between the ground state (Ag) and the first excited singlet or triplet state 
(B3u) are needed. For this combination of gerade and ungerade states, a reference state with 
two non-vanishing couplings could not be found. Therefore, we employed a more rigorous 
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approach to fix the phases. At each displaced geometry, the MO phases were set to match the 
ones of the equilibrium geometry. To accomplish this, we calculated the overlap matrix 
between both structures. The off-diagonal blocks of the overlap matrix easily show whether MOs 
changed their phases or switched their ordering. The phases of the DFT/MRCI wave functions 
were adjusted in such a way that the largest coefficient of each wave function is positive.  

Franck–Condon and Herzberg–Teller absorption spectra were obtained by a Fourier 
transform approach implemented in the VIBES program.39,40 In the calculation of the integrals 
over the vibrational wave functions of the initial and final states, a Duschinsky transform-
ation17 was applied. Temperature effects were included assuming a Boltzmann population of 
the vibrational levels in the initial state. Before the integration (time interval 5.5 ps, 2×105 grid 
points), the time correlation function was damped with a Gaussian of 5 cm-1 full width at half 
maximum.  

RESULTS AND DISCUSSION 

Electronic ground and excited states 
Vertical and adiabatic DFT/MRCI excitation energies, computed at DFT/  

/TDDFT converged geometries in D2h-symmetry, are listed in Table I. The 
excited states of gerade symmetries have been omitted from this list because 
their electric dipole transitions from the ground state are forbidden in FC approx-
imation and because they do not lie among the lowest singlet or triplet states. The 
T1 (13B3u) and S1 (11B3u) states correspond to nπ* excitations from the highest 
occupied molecular orbital (HOMO), an in-plane orbital of n/σ type, to the low-
est unoccupied molecular orbital (LUMO) of π* type (Fig. 1). Their adiabatic 
energies are close to the experimental band origins.1 This is also true for the 
optically bright 1ππ* states, 11B2u and 11B1u, and the second ungerade 3nπ* state, 
13Au. Note, however, that the D2h-symmetric stationary points of the latter states 

TABLE I. DFT/MRCI excitation energies compared with experimental results taken from 
Fischer2. Vertical excitation energies and oscillator strengths (in parentheses) are given at the 
ground state minimum 

State Character ΔEDFT/MRCI / eV 
ΔEexp / eV Vertical Relaxed (D2h) Adiabatic 

11Ag   0.00  0.00 
13B3u n → π* 3.56 3.46 3.46 3.33 
11B3u n → π* 4.03 (0.01102) 3.92 3.92 3.83 
13B1u π → π* 4.39 3.93a 3.72 (C1) 4.0 
13B2u π → π* 4.34 4.17a  4.4 
13Au n → π* 4.89 4.18a  4.2 
11Au n → π* 4.97 (0.0) 4.29a 3.99 (C2h) 5.0 
11B2u π→ π* 5.09 (0.10819) 4.82a  4.7 
11B1u π→ π* 6.78 (0.09446) 6.46a 5.34 (C1) 6.31 
21B2u

 π→ π* 7.90 (0.57811)    
21B1u

 π→ π* 7.96 (0.62602)    
41B2u n→ σ*/Ry 8.62 (0.26377)    
aSaddle point 
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represent only the transition states. While the D2h-constrained adiabatic excitation 
energies of all other states are within ≈ 0.2 eV of the experimental data, we notice 
an untypical deviation by ≈ 0.7 eV for the corresponding 11Au (HOMO→  
→LUMO+1) state. Because the 11Au←11Ag transition is optically forbidden, the 
assignment of a broad band at approximately 5.0 eV in a near-threshold electron-
energy loss spectrum was based on older MRCI calculations.41 

Fig. 1. Molecular orbitals at the 
ground state minimum relevant for 
spin–orbit coupling. 

This energy regime corresponds roughly to the vertical excitation energy of 
this transition in our calculations. We also list vertical excitation energies of a 
few higher-lying bright singlet states which play a key role in the singlet-triplet 
absorption spectrum with regard to the intensity borrowing. The lowest 1ππ* 
states have multiconfigurational character: 11B2u and 21B2u (HOMO-1→LUMO 
with admixtures of HOMO-2→LUMO+1 and vice versa), 11B1u and 21B2u 
(HOMO-1→LUMO+1 with admixtures of HOMO-2→LUMO and vice versa). 
41B2u represents a high-lying optically bright mixed nσ* and Rydberg state 
(HOMO→LUMO+3) which lends the intensity to the triplet absorption. 

Using the D2h-symmetry constraints, only the 1Ag and 3B3u optimizations 
could be verified as minima. For the first excited singlet state, 11B3u, one imag-
inary frequency was obtained for a b3g mode. A scan of the energy profile along 
this mode revealed that the potential energy surface exhibits a shallow double 
well at the TDDFT level whereas a true minimum is found at the DFT/MRCI 
level. To obtain an estimate of the force constant of this mode, we used the 
curvature of the outer branches of the TDDFT scan to fit the harmonic frequency. 
Herein, the data with a distance of at least 3.5 units and at most 4.5 units away 
from the undistorted geometry were used. This fit yields a harmonic frequency of 
1025 cm-1 for the 3b3g mode which matches nicely the frequency of 1075 cm–1 in 
the related 13B3u potential. The geometrical parameters of these minima may be 
found in Table II.  

Further optimizations led to minimum structures for 13B1u, 11Au and 11B1u. 
The molecule retains planarity in the 11Au state, but in-plane movement of both 
nitrogen atoms in opposite directions lowers the symmetry towards C2h. In the 
case of 13B1u and 11B1u, the symmetry is completely broken. In addition to an 
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asymmetric stretch of the C–N bonds, we observed a twist of the C–C bonds by 
about 30° on each side (Fig. 2, left). Its electronic structure points toward a 
pseudo Jahn–Teller rotation with the B2u state (Fig. 2, right). Despite the out-of- 
-plane distortion of the nuclear arrangement, the ππ* electronic character of the 
state is widely preserved.  

TABLE II. Geometrical parameters of ground and first excited singlet and triplet state 
obtained with TDDFT (TZVP/PBE0) 
State CC / Å CN / Å CH / Å ∠ NCC / ° ∠ CNC / ° ∠ NCH / ° 
1Ag 1.389 1.328 1.086 122.0 115.9 117.1 
3B3u 1.389 1.335 1.084 120.0 115.9 117.1 
1B3u 1.385 1.339 1.083 120.4 119.1 120.0 
1Au (C2h) 1.413 1.289/1.362 1.089 122.0/116.2 121.8 120.2/122.0 
3B1u (C1) 1.465 1.283/1.396 1.089/1.082 120.4/117.6 112.7 118.8/118.0 
1B1u (C1) 1.452 1.301/1.372 1.089/1.085 117.4/116.2 112.8 119.3/117.9 
Experiment25 1.403 1.339 1.115 122.2 115.6 113.9 

 

Fig. 2. Top and side view of the T2 mini-
mum structure (left) and molecular 
orbitals involved in the excitation at the 
T2 minimum geometry (right). 

The question, whether a second triplet state is located below or above the S1 
state, has been heavily debated in the literature.2,3,4,5 Our DFT/MRCI calculations 
place the 13B1u state (3ππ*) state vertically ≈ 0.36 eV above the S1 state in the FC 
region and ≈ 0.63 eV above the S1 state at the S1 minimum geometry. The 
geometry optimization in the T2 potential leads to the highly distorted minimum 
(Fig. 2, left) with an adiabatic excitation energy ≈0.20 eV below the S1 and ≈0.24 
eV above the T1 minimum. The latter value agrees well with the estimated T2-T1 
splitting of 1600 cm-1 (≈0.20 eV), deduced by Hochstrasser and Marzzacco,4 
from the onset of the spectral broadening in their experiments. The presence of 
an intersection between the S1 and T2 potentials, far away from the FC region and 
the S1 minimum geometry, provides a rationale for the conflicting experimental 
findings that (1) sharp absorption bands can be observed in a narrow energy 
regime above the origin of the 11B3u←11Ag transition and that (2) there is signi-
ficant line broadening in the region between the S1 and T1 origins even at cryo-
genic temperatures3,4 which precludes their assignment as hot bands of the 
11B3u←11Ag absorption.  
Vibrational frequencies 

The calculated vibrational frequencies of the 11Ag ground state as well as the 
13B3u and 11B3u excited states are generally in good agreement with the experi-
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mentally obtained ones (Table III). An exception, relevant for the discussion of 
the vibronic spectra in the next section, is the 1b1g (ν10a) frequency in the 11B3u 
state which is overestimated by 89 cm–1 relative to its experimentally deduced 
value of 383 cm–1.  

TABLE III. Vibrational frequencies of ground state and first excited singlet and triplet states 
compared to experimental values from Tomer et al.4; at the TDDFT level of theory, a saddle 
point and a shallow double minimum is obtained for this mode whereas DFT/MRCI shows a 
true minimum. Therefore, the frequency was fitted using the data from the outer branches of a 
TDDFT scan along the normal mode 

Mode 
1Ag / cm-1 1B3u / cm-1 3B3u / cm-1 

Calc. Exp. Calc. Exp. Calc. Exp. 
1au 16a 340 342 419 400 440 400? 
1b3u 16b 430 416 228 237 261 237 
1ag 6a 607 597 618 585 619 620 
1b3g 6b 720 662 693 624 629  
1b2g 4 773 705 502 552 405 557 
2b3u 11 801 791 726 577 729 563 
1b1g 10a 941 918 472 383 285 440 
2au 17a 969 974 802 743 842  
2b2g 5 974 757 805 518 823 522 
1b1u  1033  617  619  
2ag 1 1052 1016 1040 970 1040 980 
1b2u  1096  1083  1087  
2b1u  1173  1027  1026  
2b2u  1246  1299  1318  
3ag 9a 1257 1232 1197 1104 1201 1146 
2b3g  1371  1289  1304  
3b2u  1446  1370  1364  
3b1u  1520  1393  1399  
3b3g  1605  1025*  1075  
4ag 8a 1634 1579 1561 1377 1579 1230 
4b3g  3159  3164  3187  
4b1u  3160  3174  3188  
4b2u  3174  3196  3211  
5ag  3180  3200  3214  

Berger et al.8 have shown that it is necessary to go beyond the harmonic 
oscillator approximation to describe this vibration appropriately. Most frequen-
cies vary only slightly among the three states. They can nevertheless appear 
prominently in the FC spectrum if their origins are markedly displaced. In a 
molecular transition in which the initial and final electronic states retain D2h 
symmetry, this requirement can only be fulfilled by the totally symmetric (ag) 
tuning modes. The modes 1b3u (ν16b), 1b2g (ν4), 1b1g (ν10a) and 3b3g experience 
large frequency changes going from the ground state to the excited states. Their 
overtones are expected to be seen in the FC spectra, too. Moreover, the 1b1g (ν10a) 
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and to a lesser extent also the 1b2g (ν4) and 2b2g (ν5) modes are made responsible 
for the strong vibronic coupling in the singlet moiety.2,42 Since the frequency 
changes are similar in the 13B3u potential, the question arises why their funda-
mentals are absent or at least very weak in the singlet-triplet absorption.3,4  

S1←S0 absorption spectra 
The FC and HT S1←S0 absorption spectra, calculated for 0 and 293 K, 

respectively, are shown in Fig. 3 and 4. The dipole transition moment of the 
11B3u←11Ag absorption has a value of –0.33395ea0 in a FC approximation which 
is indicative of a moderately strong electronic transition. As expected for trans-
itions between two D2h-symmetric states, only totally symmetric modes, here 1ag 
(ν6a) and 3ag (ν9), generate high-intensity peaks in the FC spectrum. In addition, 
the overtones of 1b3u (ν16b), 1b1g (ν10a), and 1b2g (ν4) modes are visible. When HT 
coupling is switched on, additional transitions become symmetry-allowed. The 
derivatives of µ with respect to the vibronically most active modes are displayed 
in Table IV.  
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Fig. 3. Franck–Condon and Herzberg–Teller S1←S0 absorption spectra at 0 K. 

The distortions along the 1b1g (ν10a) normal modes generate the by far largest 
gradients, explaining the intensity borrowing from the optically bright 
11B2u←11Ag and 21B2u←11Ag excitations. The 1

1g01b  ( 1
10a0ν ) fundamental and a 

1
1g01a  1

1g01b  ( 1
6a0ν  1

10a0ν ) combination transition are clearly visible in Fig. 3. 
Vibronic coupling to 1B1u←11Ag transitions via the 1b2g (ν4) and 2b2g (ν5) modes 
leads to the minor peaks in the HT spectrum. The ag modes are HT active to a 
lesser extent. Their contributions cause small intensity changes of the FC allowed 
transitions only. Apart from the slight spectral shifts of the bands engaging the 
1b1g (ν10a) mode, the agreement between the simulated 0 K spectrum (Fig. 3) and 
the supersonic jet spectrum of Tomer et al.3 is very good, thus lending support to 
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our theoretical approach. When heating up to 293 K, hot bands appear near the 
0-0 signal in the simulated spectrum (Fig. 4). These hot bands are also present in 
the vapour spectrum measured by Nakamura6 at 300 K.  
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Figure 4. Franck-Condon and Herzberg-Teller S1 ← S0 absorption spectra at 293 K. 

TABLE IV. Dipole transition moment derivatives (ea0) for the S1←S0 transition at the ground 
state geometry 

Mode k 
Derivative 

∂1B3u⏐μx⏐
1Ag/∂Qk ∂1B3u⏐μy⏐

1Ag/∂Qk ∂1B3u⏐μz⏐
1Ag/∂Qk 

1ag 0.01009 0.0 0.0 
1b2g 0.0 0.0 0.04610 
1b1g 0.0 0.24924 0.0 
2b2g 0.0 0.0 0.01295 
2ag 0.00504 0.0 0.0 
3ag 0.00372 0.0 0.0 
4ag 0.02028 0.0 0.0 
5ag 0.00869 0.0 0.0 

T1←S0 absorption spectra 
When simulating the vibrational fine-structure of spin-forbidden radiative 

transitions, one must simultaneously account for spin–orbit, electric dipole and 
vibronic couplings.10,19,43 To this end, we calculated the electric dipole transition 
moments of the multiplicity-mixed DFT/MRSOCI wave functions engaged in the 
T1←S0 absorption and their derivatives with respect to all normal modes. These 
data are sufficient for computing the vibronic singlet–triplet spectra, but they do 
not provide much qualitative insight. A detailed analysis of the direct and indirect 
contributions to the intensities will be presented after the discussion of the 
spectrum. The gradients of the dipole transition moments are all close to zero, 
indicating that vibronic coupling plays a minor role in the lower part of the 
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T1←S0 absorption spectrum. Accordingly, the FC and HT absorption spectra, 
displayed in Fig. 5, look basically the same. This finding is in agreement with the 
notion that all relatively intensive bands in the first 1250 cm–1 of the T1←S0 
phosphorescence excitation spectrum, recorded by Tomer et al. in a supersonic 
jet, have been assigned to totally symmetric fundamentals, overtones and com-
binations.3 We find only one noteworthy fundamental transition from a weakly 
active HT mode in the low energy regime of the spectrum around 400 cm–1 
which we assign to 1

2g01b  ( 1
40ν ). The overtone of that transition gives rise to a 

more intensive signal around 800 cm–1 for which the assignment by Tomer et al.3 
was uncertain. The peak at 880 cm–1 in the experimental spectrum is attributed to 
an overtone of the 1au (ν16a) mode.  
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Fig. 5. Franck–Condon and Herzberg–Teller T1← S0 SOCI absorption spectrum at 0 K. 

Consequently, the weak signal at 1114 cm–1 must have a different origin than 
the assignment ( 2

40ν ) proposed by Tomer et al. We found a combination band 
2

3u01b 2
1g01b  ( 2

16b0ν 2
10a0ν ) in this energy regime. Most details of the measured 

phosphorescence excitation spectrum are well reproduced by our simulation, 
except for a signal at 570 cm–1 which arises from the 2

1g01b  ( 2
10a0ν ) overtone and 

which is not observed in that experiment. At the same time, the intensity is 
missing in the 1

g01a  ( 1
6a0ν ) signal at 620 cm–1. While the frequency of the 1b1g 

(ν10a) mode was overestimated in the 11B3u state, it appears to be underestimated 
in the 13B3u potential by our calculations. If placed at slightly higher energy, its 
first overtone would overlay with the 1

g01a  transition and recover the missing 
intensity of that signal. In addition, the second overtone 4

1g01b  ( 4
10a0ν ) would be 

shifted to about 1200 cm–1 and add to the signal strength of the 1
g03a  ( 1

9a0ν ) 
fundamental. 
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The leading terms of the DFT/MRSOCI wave functions and their projections 
onto the unperturbed DFT/MRCI states are shown in Table V. Under the influ-
ence of spin–orbit coupling, the 13B3u state splits into three sublevels with an 
energy separation of less than 0.1 cm–1. Their individual radiative singlet–triplet 
transitions are therefore spectrally not resolved. 

TABLE V. Spin–orbit coupled states calculated by DFT/MRSOCI at the S0 minimum geometry 

State Projection onto DFT/MRCI states 
Largest triplet contributions Largest singlet contributions 

1 13B1g((ms = 1) – (ms = –1)) (8.0×10-4i) 11Ag  0.99999) 
2 13B3u(ms = 0) (–0.99999i) 21Au (–5.7×10-4) 
3 13B3u((ms = 1) + (ms = –1)) (–0.69301 + 0.14049i) 11B2u (1.3×10-4 – 0.3×10-4i)  

41B2u (–1.3×10-4 + 0.3×10-4i) 
4 13B3u((ms = 1) – (ms = –1)) (0.00384 + 0.70710i) 11B1u (2.7×10-4)  

21B1u (–4.0×10-4) 
5 13B1u((ms = 1) – (ms = –1)) (2.9×10-3i)

23B1u((ms = 1) – (ms = –1)) (1.4×10-3i) 
13B2u((ms = 1) + (ms = –1)) (–7.8×10-4) 

11B3u (-0.99999) 

Setting aside the triplet-triplet transitions, there are two symmetry-allowed 
pathways which do not involve vibronic activity. They are characterized by 
intensity borrowing from intermediate B1u and B2u singlet states. The third path-
way via 1Au states is electric dipole forbidden in D2h symmetry. We will therefore 
have a closer look at matrix elements of the type 13B3u⏐HSO⏐1B1u 
1B1u⏐er⏐11Ag and 13B3u⏐HSO⏐1B2u 1B2u⏐er⏐11Ag. 

The lowest excited SOCI state consists mostly of the ms = 0 component of 
the 13B3u state. It exhibits Au combined spatial and spin symmetry and is there-
fore not visible in the FC spectrum. The second excited SOCI state is dominated 
by the positive linear combination of the ms = 1 and ms =–1 spin components of 
the 13B3u state. With the present choice of coordinate axes, this transition is 
y-polarized and borrows its intensity mainly from 1B2u states. Although the 
interacting states have different orbital characters and the coupling is allowed 
according to the El-Sayed rules,44 the SOCMEs between the 3nπ state and the two 
lowest 1ππ* states of B2u symmetry are surprisingly small (13B3u⏐HSO⏐11B2u =  
= –1.63 cm–1, 13B3u⏐HSO⏐21B2u = 0.36 cm–1). To rationalize this result, one 
must remember that the spin–orbit Hamiltonian is short-ranged and dominated by 
effective one-electron terms. The leading configurations of the 13B3u and 11B2u 
wave functions differ by a HOMO-1→HOMO single excitation and could hence 
be connected by a one-electron operator. Closer inspection of the involved orbi-
tals (Fig. 1) reveals, however, that the HOMO-1 has a nodal plane running 
through the nitrogen atoms where the HOMO exhibits the largest amplitudes. 
The main configuration of the second singlet state in B2u symmetry is doubly 
excited with respect to the dominant 13B3u configuration. Their coupling would 
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require two-electron terms of the spin–orbit Hamiltonian which are much smaller 
than the effective one-electron terms. A medium-sized SOCME is found for the 
higher-lying 41B2u state of 1nσ* type (13B3u⏐HSO⏐41B2u = 5.28 cm–1) which is 
connected to the 13B3u state by a LUMO→LUMO+3 excitation in the orbital 
picture. The coupling is caused mostly by one-centre integrals between basis 
functions at carbon atoms, which are smaller than the corresponding integrals at 
nitrogen atoms, due to the reduced nuclear charge. The moderate spin–orbit 
interaction between the 13B3u state and the 1B2u states is not the only reason why 
the transition to this triplet substate is very weak. The relative phases of the 11B2u 
and 41B2u coefficients in the second excited SOCI wave function are such that 
their dipole transition moments (Table VI) nearly cancel each other. The T1←S0 
absorption and the corresponding phosphorescence derive their intensities nearly 
exclusively from z-polarized transitions to the third triplet sublevel. Its SOCI 
wave function is dominated by the negative linear combination of the ms = 1 and 
ms = –1 spin components of the 3B3u state. This substate mainly borrows intensity 
from the bright 11B1u and 21B1u states. Their spin–orbit interactions with the 13B3u 
state are stronger than for the B2u-symmetric ππ* states (13B3u⏐HSO⏐11B1u = 
= 6.89 cm–1, 13B3u⏐HSO⏐21B1u = –13.97 cm–1). The different magnitudes of the 
SOCMEs can be rationalized by investigating the MOs involved in the couplings. 
The two lowest 1B1u states are multiconfigurational states with major contri-
butions from HOMO-1→LUMO+1 and HOMO-2→LUMO excitations. While 
the former represents a double excitation with respect to the leading HOMO→ 
→LUMO term of the 13B3u state and does not couple via an effective one-elec-
tron operator, the latter is connected to 13B3u, by a single excitation from HOMO-2 
to HOMO. Their spin–orbit integral is quite large, as both MOs exhibit substan-
tial amplitudes at the nitrogen atoms. The intensity contributions from the 11B1u 
and 21B1u states partially cancel each other as well, but the remainder is larger, 
owing to the larger weighting coefficient in the SOCI expansion and the sub-
stantial dipole transition moment of the 21B1u←11Ag transition.  

TABLE VI. DFT/MRCI dipole transition moments with respect to the electronic ground state  
State Dipole transition moment, ea0 
11B2u 0.9316 (y) 
41B2u 1.1174 (y) 
11B1u 0.7543 (z) 
21B1u 1.7919 (z) 

The intensity of the 1b1g (ν10a) fundamental in the T1←S0 spectrum is gov-
erned by matrix elements of the form2,3,10 13B3u⏐HSO⏐11B2u 11B2u⏐Hvib 
(b1g)⏐11B3u 11B3u⏐er⏐11Ag and 13B3u⏐Hvib (b1g)⏐13B2u 13B2u⏐HSO⏐11B3u 
11B3u⏐er⏐11Ag. The first spin–vibronic pathway via the 1b1g (ν10a) mode would 
engage the same small SOCME as the one involved in the direct SOC mech-
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anism of the second triplet substate. The second spin–vibronic pathway involves 
the S1 (11B3u) state and the B2u symmetric triplet state. The contributions of the 
13B2u substates to the SOCI wave function of the S1 state are somewhat larger 
than those of the 11B2u state in the T1 wave function (Table V). Siebrand and 
Zgierski argued that the vibronic intensities induced via the two pathways might 
cancel out due to the interference.10 We could not exclude this possibility, but we 
considered the electronic structures of the involved states and their weak SOC the 
main reason for the missing vibronic activity of the 1b1g (ν10a) mode in the T1←  
←S0 spectrum. In accordance with that, we expected the much larger matrix 
elements of the form 13B3u⏐HSO⏐11B1u 11B1u⏐Hvib (b2g)⏐11B3u 11B3u⏐er⏐11Ag 
and 13B3u⏐Hvib (b2g)⏐13B1u 13B1u⏐HSO⏐11B3u 11B3u⏐er⏐11Ag to govern the 
intensity of the vibronic coupling via the 1b2g (ν4) and 2b2g (ν5) modes. We 
expected the vibronic coupling terms 11B1u⏐Hvib (b2g)⏐11B3u to be the limiting 
factors in these pathways because the frequency shifts of the b2g modes were not 
very pronounced. Indeed, the traces of HT activity of the 1b2g (ν4) mode in the 
singlet-triplet absorption spectrum can be seen (Fig. 5) around 400 cm–1.  

We did not investigate the vibronic fine structure in the higher energy 
regime of the T1←S0 absorption. Our results suggest, however, that the nonadi-
abatic coupling between T1 and the highly distorted T2 (13B1u) state, whose 
minima are located energetically below the S1 minimum, will lead to the sub-
stantial broadening of the signals. Tomer et al.3 did not find any evidence for a 
13B1u state in the phosphorescence excitation spectrum of the isolated pyrazine 
molecule. We explain this fact by the double-well shape of the T2 potential with a 
saddle point at D2h-symmetric structures and nearly vanishing 0-0 vibrational 
overlap between the 13B1u and 11Ag states. This interpretation is also compatible 
with the lack of intensity in the one-colour photoionization spectrum of 2-meth-
ylpyrazine which was ascribed to be due to the poor Franck–Condon factors 
caused by pseudo-Jahn–Teller out-of-plane distortions.5  

CONCLUSION 
In the present work, we have studied the spectral properties of pyrazine by 

means of the high-level quantum chemical methods. In addition to the D2h-sym-
metric T1 and S1 (B3u, nπ*) minima, we find an out-of-plane distorted T2 (ππ*) 
minimum with twisted C–C bonds and an unequal C–N bond lengths which is 
located adiabatically below the S1 minimum. Its electronic structure is remin-
iscent of a mixture between two 3ππ* wave functions of B1u and B2u symmetry. 
At the D2h-symmetric S0 and S1 minimum geometries, the 13B1u and 13B2u states 
are located well above the S1 state. The 3ππ* states can interact vibronically with 
T1 and via spin–orbit coupling with S1. Among the spin–orbit interactions, the 
couplings between the B3u and B1u states prevail while the couplings between the 
B3u and B2u states are surprisingly small in comparison to their respective nπ* 
and ππ* orbital characters. The geometry relaxation in the T2 potential leads to an 
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intersection with the S1 potential energy surface at geometries far away from the 
Franck-Condon region. We have not quantitatively determined the energetic 
location of the conical intersection, but the presence of an energy barrier for the 
intersystem crossing from S1 to T2 qualitatively explains the following, appar-
ently contradictory experimental observations that: a) sharp lines can be seen in 
the S1←S0 absorption spectrum close to the origin and no trace of a second triplet 
state could be identified in the phosphorescence excitation spectra of the ultra-
cold isolated pyrazine molecule3 whereas b) the linewidth of the S1←S0 abs-
orption spectrum in the higher energy regime above the T1←S0 origin suddenly 
broadens.4 

The dipole transition moments between the spin–orbit coupled multirefer-
ence configuration interaction wave functions and their derivatives, with respect 
to all normal coordinates, have been used in conjunction with the vibrational 
frequencies from density functional theories to model the vibronic S1←S0 and 
T1←S0 absorption spectra in Franck–Condon and Herzberg–Teller approxim-
ation. The results of our study confirm that the vibronic coupling plays an imp-
ortant role in the S1←S0 absorption spectrum where the most prominent coupling 
modes are 1b1g (ν10a) and 1b2g (ν4). The low Herzberg–Teller activity of the 1b1g 
(ν10a) mode in the T1←S0 absorption and phosphorescence excitation spectra was 
traced back to the unexpectedly small 13B3u⏐HSO⏐11B2u and 13B3u⏐HSO⏐11B2u 
matrix elements. The T1←S0 absorption and the corresponding phosphorescence 
derive their intensities nearly exclusively from z-polarized transitions to the third 
triplet sublevel mainly represented by the negative linear combination of the 
ms = 1 and ms = –1 spin components of the 3B3u state. The intensity of the spin- 
-forbidden transition is borrowed from the optically bright 11B1u and 21B1u states 
by a direct spin–orbit mechanism, without the necessity to invoke spin–vibronic 
coupling. The good agreement between our simulated spectra and the experi-
mentally observed ones establishes confidence in the applied quantum methods 
and the procedures for computing vibronic spectra under the influence of spin– 
–orbit coupling. 
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Institute of Theoretical and Computational Chemistry, Heinrich-Heine-University Düsseldorf, 
Universitätsstraße 1, 40225 Düsseldorf, Germany 

Изводи диполних момената прелаза између таласних функција добијених помоћу 
спин–орбитно спрегнуте вишереферентне интеракције конфигурација коришћени су, 
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заједно са вибрационим фреквенцијама добијеним из теорије фунционала густине, да би 
се израчунао вибронски апсорпциони спектар S1 ←S0 (1

1B3u←11Ag) и T1←S0 (1
3B3u←11Ag) 

у Херцберг–Телер апроксимацији. Спектар добијен експерименталним путем је добро 
репродукован. Израчунавања откривају неочекивано мало спин-орбитно спрезање 
између 13B3u (3nπ*) стања и суседног оптички активног 1B2u (1ππ*) стања, објашњавајући 
на тај начин одсуство 1

1g01b  ( ν 1
10a0 ) фундаменталне вибрације у вибрационој финој 

структури T1←S0 прелаза. Адијабатски гледано, два триплетна стања се налазе испод S1 
стања. Налажење Т2 минимума ван равни је последица псеудо Јан–Телерове интеракције 
између два 3ππ* стања B1u и B2u симетрије. При D2h-симетричним S0 и S1 геометријама 
минимума, наведена стања се налазе знатно изнад S1. S1 и T2 потенцијали се секу на гео-
метријама које су знатно удаљене од Франк–Кондоновог региона. То објашњава наизглед 
контрадикторни резултат да се ширина линија у вишој енергетској области изнад T1←S0 
почетка одједном увећава, док се друго триплетно стање, лоцирано енергетски испод S1 
почетка не може идентификовати у фосфоресцентном ексцитационом спектру ултра-
хладног изолованог молекула пиразина. 

(Примљено 10. маја, прихваћено 20. маја 2019) 
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Intersystem crossing processes in the 2CzPN
emitter: a DFT/MRCI study including vibrational
spin–orbit interactions†

Angela Rodriguez-Serrano, Fabian Dinkelbach and Christel M. Marian *

Multireference quantum chemical calculations were performed in order to investigate the (reverse)

intersystem crossing ((R)ISC) mechanisms of 4,5-di(9H-carbazol-9-yl)-phthalonitrile (2CzPN). A combination

of density funcional theory (DFT) and multireference configuration interaction methods (MRCI) was used.

The excellent agreement of the computed absorption spectrum with available experimental absorption

spectra lends confidence to the chosen computational protocol. Vertically, two triplet excited states (T1 and

T2) are found below the S1 state. At the excited state minima, the calculated adiabatic energies locate only

the T1 state below the S1 state. The enhanced charge transfer (CT) character of the geometrically relaxed

excited states causes their mutual (direct) spin–orbit coupling (SOC) interaction to be low. Contributions of

vibronic SOC to the (R)ISC probability, evaluated by a Herzberg–Teller-like procedure for a temperature

of 300 K, are small but not negligible. For ISC, the S1 - T1 channel is the fastest (8 � 106 s�1), while the

S1 - T2 channel is found to be thermally activated (9 � 104 s�1) and less efficient when proceeding from

the adiabatic S1 state. Our calculations also reveal, however, a barrierless S1 - T2 ISC pathway near the

Franck–Condon region. RISC is found to essentially proceed via the T1 - S1 channel, with a rate constant of

(3 � 104 s�1) if our adiabatic singlet–triplet energy gap in vacuum (DEST = 0.12 eV) is employed. Shifting

the potentials to match two experimentally reported singlet–triplet energy gaps in toluene (DEST = 0.21 and

0.31 eV, respectively) leads to a drastic reduction of the computed rate constant by up to 4 orders of magni-

tude. The T2 state is not expected to play a major role in mediating triplet–singlet transitions in 2CzPN

unless it is directly populated by hot excitons. No indication for a strong vibronic coupling of the T2 and T1

potentials is found, which could help overcome the negative exponential dependence of the RISC rate con-

stant on the magnitude of the energy gap.

1. Introduction

The carbazolyl dicyanobenzene (CDCB) family of compounds
has been widely investigated as thermally-activated delayed
fluorescence (TADF) emitters in organic light emitting diodes
(OLEDs).1 The devices, built using these prototype compounds
have shown high luminescence efficiencies and excellent opera-
tional stability.2–8

As first proposed by Uoyama et al.,9 CDCB emitters were
constituted by carbazole (Cz) units as donors (D) and the
dicyanobenzene (DCB) moiety acting as an acceptor (A). These
systems showed strong intramolecular charge-transfer (ICT)

emission with the luminescence colour varying (from sky blue
to orange) with the number and relative position of the Cz and
cyano groups in the DCB unit. Of this series, the sky blue emitter
2CzPN (4,5-di(9H-carbazol-9-yl)-phthalonitrile, Fig. 1) had the
smallest external quantum efficiency (EQE) of 8.0% in toluene
and 2,8-bis(diphenylphosphoryl)-dibenzo[b,d]thiophene (PPT)

Cite this: Phys. Chem. Chem. Phys.,

2021, 23, 3668

Fig. 1 Chemical structure of 4,5-di(9H-carbazol-9-yl)-phthalonitrile
(2CzPN).
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film, while the green emitter 4CzIPN showed the highest
external quantum efficiency (EQE) in toluene and 4,40-N,N0-
dicarbazole-biphenyl (CBP) film (19.3%).9 The lower efficiency
of 2CzPN has been attributed to a large roll-off with current
increase, which is dominated by strong contributions of sing-
let–triplet annihilation (STA) and triplet–triplet annihilation
(TTA) as shown by Masui et al. by using an exciton-quenching
model.10 Later, its efficiency was further improved by including
a mixed co-host system, which included electron/hole trans-
porting materials in the device.11 This architecture improved its
efficiency to an EQE of 21.8% that is stated to be one of the
highest for blue TADF OLEDs.

In TADF, the chromophore exhibits delayed fluorescence
(DF) from the lowest-lying (S1) singlet state, which is thermally
populated from an energetically close-by triplet excited state
(Tn) by reverse intersystem crossing (RISC). Therefore, with
RISC being the rate limiting process in TADF, a small singlet–
triplet energy gap (DEST) in the range of the thermal energy
in conjunction with an effective spin–orbit coupling (SOC)
between target states is crucial for facilitating the up-
conversion of the triplet population into emissive singlets.12

This is particularly critical for 2CzPN and its derivatives,5,6

where the reported DEST values are large compared to those
of other TADF emitters.1 For 2CzPN, DEST values between
0.21 eV13 and 0.31 eV7 have been determined in toluene
solution yielding RISC rate constants (kRISC) of 6 � 103 s�1

and 1.7 � 105 s�1, respectively. The latter value is remarkably
high in view of the sizable singlet–triplet splitting. An excep-
tionally small DEST value of 0.09 eV was determined in a 1,3-
bis(N-carbazolyl)benzene (mCP) OLED, yielding a kRISC value of
5.6 � 103 s�1.10 These observations bring to light interesting
optical properties of these emitters that are influencing their
kRISC and, consequently, the TADF efficiencies.

The optical and electronic properties of the sky blue 2CzPN
emitter have been extensively studied in solution5,11,13 and in a
variety of OLED ensembles.8,10,11,14–17 In toluene, hexane and
dichloromethane (DCM) solutions, 2CzPN shows similar ultra-
violet absorption spectra, which are constituted by three bands:
two bands (a maximum and a shoulder) in the range of 300 and
350 nm that were assigned to LE on the Cz moiety and a wide
CT band peaking at ca. 375 nm.11,13,16 The absorption spectrum
in tetrahydrofuran (THF) solution is found to be blue-shifted by
a few nanometers.5 The emission of 2CzPN shows up at ca.
475 nm in toluene and is blue-shifted to 447 nm in hexane,16

while this peak is red-shifted to 501 nm in diluted THF
solution.13 Bathochromic shifts of the emission maxima with
increasing solvent polarity are typical for CT transitions in
liquid solution. For all solvents, the reported rate constant for
the radiative decay is similar (B107 s�1).

Experimental works supported by theoretical calculations
have played a significant role in rationalizing mechanistic
details about the (R)ISC of TADF emitters. A D–A type of
architecture in multi-chromophoric systems leads to a large
spatial separation between the frontier molecular orbitals
(HOMO and LUMO) and thus promoting a small DEST. Conse-
quently, their lowest-lying excited states are typically of charge

transfer (CT) character. According to the empirical El-Sayed’s
rules for SOC, the coupling between singlet and triplet states of
the same character is forbidden, e.g. between (pp*) CT states.
Therefore, vibrationally induced SOC becomes of great impor-
tance in mediating efficient (R)ISC for TADF emitters, which in
fact has been elegantly demonstrated in experiments and via
theoretical calculations.18–24 Vibronic coupling can boost the
coupling between two (pp*) CT states by borrowing its intensity
from a close-lying state with a local excitation (LE) character.
This state can typically bridge the energy gap between the
lowest singlet and triplet states as shown by Gibson et al.20

and Etherington et al.22 for D–A and D–A–D TADF active
compounds between phenothiazine as a D and dibenzo thio-
phene-S-S-dioxide as an A. The influence of multiple excited
states and vibrational effects in SOC and their role in TADF has
been recently discussed by Marian and Penfold et al.25,26

For 2CzPN, previous studies have demonstrated that con-
formational freedom modulates the degree of admixture of the
LE character in the S1 and T1 (CT pp*) states. These include
experimental transient absorption spectroscopy (TAS)13 and
transient electron-spin resonance27 as well as several theoreti-
cal TDDFT-based approaches28–33. Such studies focus on sub-
stitution effects on the electronic and excited state properties of
several CDCBs performed mainly on ground state geometries.
Other computational works calculate first-order SOC values in
order to obtain (R)ISC rate constants via semiclassical Marcus
theory using the adiabatic T1 state34,35 or involving the singlet–
triplet crossing seam36.

In this study, we aim at understanding the underlying
excited state decay mechanisms that drive the (R)ISC process
in 2CzPN. To this end, we carried out extensive hybrid density
functional theory/multireference interaction (DFT/MRCI) calcu-
lations. The DFT/MRCI method37,38 has been largely used in
our laboratory for getting mechanistic insights into (R)ISC of
organic39 and inorganic40,41 compounds. Furthermore, we give
a detailed overview on the (R)ISC efficiencies and their implica-
tions for TADF emission.

2. Computational details

As it is well known, substantial errors are obtained when calculat-
ing excitation energies of CT states with time-dependent density
functional theory (TDDFT) and standard exchange–correlation (xc)
functionals. Several computational studies have evaluated the
performance of TDDFT for a wide range of TADF emitters
(including 2CzPN) correlating (vertical) singlet and triplet transi-
tion energies with experimental absorption energies. This, with
the purpose of finding an optimal percentage of Hartree–Fock
(HF) exchange contribution to the xc functional that allows the
evaluation of transition energies for CT states and singlet–triplet
energy gaps in a more precise manner.42–44 This empirical
calibration seems to work very well for states with strong CT
character but has limited applicability for mixed CT–LE states and
in cases where the LE contributions to a desired state vary with
geometry distortions. A more promising ansatz toward a balanced

This journal is the Owner Societies 2021 Phys. Chem. Chem. Phys., 2021, 23, 3668�3678 | 3669
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description of CT and LE states in donor–acceptor compounds in
TDDFT calculations is optimal tuning where the o parameter of a
range-separated functional is adjusted such that the negative
HOMO energy equals the molecular vertical ionisation.45,46

In this context, we performed an evaluation of the perfor-
mance of different density functionals such as B3LYP, PBE0,
CAM-B3LYP and BHLYP and of ab initio methods such as
RI-CC2 and ADC2 on the ground and excited state geometries
(Tables S1 and S3 and Fig. S2 of the ESI†).47 For all the DFT
calculations, Grimme’s dispersion corrections (D3) together with
Becke and Johnson (BJ) damping were accounted for.48,49

We found the best agreement with the experimental absorp-
tion spectra in toluene and DCM11,13 for a combination of
PBE050,51-D3/def-SV(P)52 geometries and DFT/MRCI excitation
energies and oscillator strengths. Therefore, all further calcula-
tions were performed following this computational protocol.
The conductor-like screening model (COSMO) was used to
mimic the solvent environment (e = 2.380 for toluene and
e = 8.930 for DCM).53,54 The geometries of the electronic ground
and excited states of 2CzPN were all optimized without sym-
metry constraints. The optimized minima of the low-lying
singlet excited states were obtained by using TDDFT.55 For
the triplet excited states, the Tamm–Dancoff approximation
(TDA)56 to TDDFT was employed. The TURBOMOLE program
was used for all the geometry optimizations.57 The harmonic
vibrational frequency calculations were performed employing
the AOFORCE module58,59 of TURBOMOLE for the ground
state, and the SNF program60 for the excited states.

Vertical and adiabatic excitation energies and optical elec-
tronic properties were computed using the DFT/MRCI
method.37 The tight parametrization of the Hamiltonian,
reported in ref. 38, was employed (DFT/MRCI-R2016), which
has been specially designed for multichromophoric systems.
Up to 10 roots were calculated for each singlet and triplet
manifold. For a better understanding of the relaxation of the
system, linearly interpolated potential energy profiles (LIPs)
between target singlet and triplet state minima were computed.

A wavefunction analysis of the singlet and triplet states was
performed by using a Löwdin orthogonalization61 of the one-
electron transition density matrix (1TDM) as implemented in
the TheoDORE program of F. Plasser.62 This ansatz was used to
characterize the nature of the electronically excited states in the
singlet and triplet manifold. In this context, the triplet wave-
function analysis requires singlet–triplet transition density
matrices. These densities were not available from the current
DFT/MRCI code. Therefore, we extended the DFT/MRCI program
to supply singlet–triplet transition density matrices and Theo-
DORE was modified to read these new density matrices enabling
the triplet wavefunction analysis. Here, the system was decom-
posed into three fragments for calculating the charge transfer
numbers (OAB), charge transfer character (oCT), and natural
transition orbitals (NTOs) of the O matrices for the individual
states.63,64 The Cz rings of 2CzPN constituted each one fragment
(separately) and the phthalonitrile (PN) moiety the third fragment.

The spin–orbit matrix elements (SOMEs) coupling target
singlet and triplet states were calculated with the spin–orbit

coupling kit (SPOCK) developed in our group.65–67 Herein, the
spin–orbit coupling (SOC) is described by the Breit–Pauli
Hamiltonian and the spin–orbit-mean-field-approximation
(SOMF) is employed.68,69 Rate constants for ISC and RISC
between singlet and triplet states were determined in the
framework of the Fermi golden-rule approximation and a
time-dependent approach to ISC mediated by SOC within the
Condon and Herzberg–Teller approximations as implemented
in the VIBES program.70,71 The derivatives of the SOMEs
(qSOMEs) with respect to mass-weighted normal coordinates
were obtained as the average of two-point finite differences
using a displacement of �0.1 along the dimensionless
coordinates.72 For fixing the phases of the DFT/MRCI wave
functions, the MO phases at each displaced geometry were set
to match the ones of the equilibrium geometry. The overlap
matrix between them was calculated, where the off-diagonal
elements give an indication of a change of phase or ordering of
the MOs. Then, the phases of the wave functions were adjusted
in such a way that the largest coefficient of each wave function
is positive.73 Temperature effects on the rate constants were
accounted for by assuming a Boltzmann distribution of the
harmonic vibrational state populations in the initial electronic
state.74 Zero-point vibrational energy (ZPVE) corrections are
automatically included in the VIBES calculations. For further
details on the theory and the methods used for calculating ISC
rate constants check the previously published review article.25

3. Results and discussion

In the following we present the results obtained by our quan-
tum chemical calculations. First, the ground state geometrical
and optical properties are discussed considering also other
experimental and theoretical reports. The energetics is ana-
lysed in terms of the DFT/MRCI vertical and adiabatic transi-
tion energies and interpolated pathways between target states.
The characters of the low-lying excited states are analysed and
the kinetics of different (R)ISC decay pathways are discussed
considering direct and vibronic SOC. The Cartesian coordinates of
all the computed minima, the frontier molecular orbitals (MOs)
(Fig. S1 and S4–S9, ESI†) and electronic spectra (Tables S5–S8,
ESI†) calculated at each of these geometries together with addi-
tional electronic structural information are provided in the ESI.†

3.1. Geometries and electronic structure at the S0 state

The optimized ground state minima of 2CzPN at the PBE0/def-
SV(P) level of theory are displayed in Fig. 2a and b. Two
conformers were found (S0 and S0

0), where the difference
between them is the relative orientation of the Cz groups
w.r.t. the PN moiety. As expected by steric effects, a rather
distorted orientation of the two bulky Cz groups is found, thus
preventing the possibility of finding stable minima of higher
symmetry in this emitter. The two optimized minima of 2CzPN
are not the optical reflection of one another. For the S0

0, the
opening angle of the Cz rings is wider. In fact, their ground
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state energies differ by 0.074 eV (1.7 kcal mol�1), with the S0

geometry in Fig. 2a being more stable.
The calculated geometries agree well with the experimental

X-ray structures reported by M. Wong et al.75 A comparison
between these geometries and other S0 minima obtained at
other theoretical levels can be found in the ESI† (Table S1). We
also expect enantiomers for S0 and S0

0 to exist.
The calculated DFT/MRCI-R2016 absorption spectra of both

conformers of the isolated 2CzPN are presented in Fig. 3a. The
first absorption band is composed of two CT transitions. While
the wavelengths of the intensive S2 absorptions and hence the
positions of the peak maxima are nearly identical in both cases,
the widths of the first absorption band varies. Due to its red-
shifted S1 absorption, interaction of the S0 conformer (Fig. 2a)
with visible light yields a broader first absorption band.
Also the relative intensities and energetic positions of the
second absorption bands of the two conformers differ. For
comparison with experimental results, the calculations were
repeated in toluene and DCM environments. The DFT/MRCI-
R2016 solution spectra of the S0 conformer are shown in Fig. 3b

without any empirical tuning, together with two experimental
absorption spectra measured in toluene13 and DCM.11 Solvent
effects on the absorption spectra appear to be very small.
Excellent agreement between the computed DFT/MRCI-R2016
spectra of the most stable S0 conformer in Fig. 2a and the
experimental data is observed. In the following, we therefore
focus the analysis on this conformer.

The DFT/MRCI-R2016 vertical energies of the low-lying
singlet and triplet states calculated at the S0 state geometry of
2CzPN are listed in Table 1. These are compared to other
theoretical and experimental reports which are also displayed
in this table. Experimental excitation energies and oscillator
strengths (in toluene and DCM) agree well with the calculated
values of the 2CzPN in vacuum. All these excited states can be
associated with pp* electronic transitions, and the corres-
ponding frontier MOs relevant to these states are presented
in Fig. 4a. From this figure, it can be observed that the H and
H�2 MOs are mostly localized on the Cz units but present also
some amplitudes on the PN unit. While the H�2 is mostly
located on the Cz units, the H�6 contains strong localization
on the PN unit and lower density in the Cz units. Regarding the
MOs unoccupied in the electronic ground state, the L and L+1
MOs present amplitudes on the PN unit and at the nitrogen
atom of the Cz units, while the L+2 and L+3 are mostly localized
on the Cz units.

The fragmentation analysis is presented in Fig. 5b for the
low-lying singlet and triplet states. This procedure will allow us
to characterize the nature of the calculated DFT/MRCI-R2016
excited states of 2CzPN in a simple manner. The lowest excited
states present a considerably large CT character from the Cz
substituents to the PN unit (in blue region of the bars)
combined with some (lower) contributions of local excitations
within the PN (in orange) unit and the Cz units (in green).

Among the low-lying singlets, there are three states with
considerable oscillator strength (Table 1), namely S1, S2 and S4.
The wavefunction of the S1 CT state of 2CzPN is strongly
dominated by an H - L electronic transition and shows up
at 3.19 eV (in the gas phase), which is expected to be slightly
red-shifted due to solvent–solute interactions. This value agrees
well with the experiment (3.19 eV) in toluene. Here it is
interesting to note that functionals like CAM-B3LYP and
oB97X-D yield excitation energies above 3.6 eV for this
state.34,42 At 0.17 eV above, the S2 state is found arising from
a H�2 - L transition. Like S1, the S2 excitation has predomi-
nantly CT character, mixed with LE on the PN unit. Together,
they form the first absorption band with maximum around
375 nm. At variance with the interpretation of Hosokai et al.13

who assigned the band with maximum at approx. 325 nm to
originate from pp* electronic transitions within the Cz units,
our fragmentation analysis reveals the S4 state to have mainly
CT character. It is a multiconfigurational state with a leading
term corresponding to a H - L+1 excitation. The S3 state, with
much lower oscillator strength, corresponds to a H�1 - L
transition and shows up 0.38 eV above the S1 state.

The electronic structure of the low-lying triplet states is more
mixed in the Franck–Condon (FC) region, i.e., the weight

Fig. 2 Selected geometrical parameters (dihedral angles) of the ground
state minima of 2CzPN optimized at the PBE0-D3(BJ)/def-SV(P) level of
theory.

Fig. 3 DFT/MRCI-R2016 absorption spectra of 2CzPN calculated at the
S0 minimum optimized at the PBE0-D3(BJ)/def-SV(P) level of theory: (a) in
vacuum and (b) in toluene and dichloromethane (DCM) using the COSMO
model. The experimental absorption spectra in toluene13 and DCM11 are
also presented.
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percentage of their dominant contributions is lower than in the
corresponding singlet states and have a more combined CT –

LE character as shown by the fragmentation analysis of the
transition densities (see Fig. 4b). Vertically, two triplet states
below the S1 state can be found. The T1 state shows up at 2.79
eV (DEST = 0.40 eV) and arises from a linear combination of
three excitations: H - L (59%), H�6 - L (15%) and H�1 - L
(12%). Here, the H�6 - L transition is largely occurring
between MOs localized at the PN moiety. As such, this state

Table 1 DFT/MRCI-R2016 vertical excitation energies (DEv, eV) of low-lying singlet and triplet states of the isolated 2CzPN calculated at the S0 minimum
optimized at the PBE0-D3(BJ)/def-SV(P) level of theory

State DEv Transition % weight f (L) Theorya Exp.b

S0 0.00
S1 3.19 H - L 78.0 0.126 2.98,c 3.27,d 3.22,f 3.13,g 3.68,h 3.15i 3.19,e 3.30,j 3.32k

S2 3.36 H�2 - L 80.3 0.202 3.17,c 3.55d

S3 3.57 H�1 - L 79.0 0.011
S4 3.72 H - L+1 69.4 0.182
S5 3.83 H�3 - L 81.7 0.006
T1 2.79 H - L 59.1 2.68,c 3.02,d 2.70,g 2.81,l 2.50m

H�6 - L 15.1
H�1 - L 11.7

T2 3.13 H�2 - L 72.4 3.04f

T3 3.24 H�1 - L+3 25.9
H�3 - L+2 24.7
H�1 - L 14.3

T4 3.27 H�1 - L+2 31.5
H�3 - L+3 28.2
H - L + 2 12.5

T5 3.50 H - L+1 28.8
H - L+2 21.2
H�2 - L+3 16.8

a Other theoretical reports. b Experimental reports. c TD-PBE0(D3)/SV(P). d TD-ADC(2)/SV(P). e Ref. 42, in cyclohexane. f Ref. 35, TD-LC-w*PBE/6-
31+G* in toluene (PCM). g Ref. 42, TD-MPW1B95/6-31G*. h Ref. 42, TD-CAMB3LYP/6-31G*. i Ref. 45, TDA-B2(GP)-PLYP/def2-TZVP//PBE0-D3(BJ)/
def2-TZVP in toluene (COSMO). j Ref. 13, toluene solution. k Ref. 16, hexane solution. l Ref. 46, TDA-LC-w*PBE/6-31+G* in toluene (PCM).
m Ref. 42, TD-B3LYP/6-31G*.

Fig. 4 (a) BH-LYP frontier molecular orbitals of 2CzPN calculated at the
S0 geometry optimized at the PBE0-D3(BJ)/def-SV(P) level of theory. (b)
Fragment-based analysis for the vertical singlet and triplet state DFT/
MRCI-R2016 wavefunctions.

Fig. 5 Selected geometrical parameters (dihedral angles) of the ground
and excited state minima of 2CzPN optimized at the PBE0-D3(BJ)/def-
SV(P) level of theory. TDDFT was used for the optimization of the excited
singlet states, while TDA was used for the optimization of the triplet states.
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has a higher LE character compared to its singlet counterpart
(S1 state) in this geometry. Other theoretical reports have also
assigned the T1 state of 2CzPN with a strongly mixed CT-LE
character, e.g. by using optimally tuned long-range corrected
functionals and PCM54 and uncorrected TDA-PBE028 and TD-
B3LYP34 functionals. In addition, Huang et al.42 have shown
how the LE contribution of this state increases with the
increase of the HF exchange in conventional functionals.

Only 0.06 eV below the S1 state is the T2 state, characterized
by a large contribution from a H�2 - L (72%) CT excitation.
This energy separation is smaller than when using an empiri-
cally corrected TD-LC-w*PBE functional and the 6-31+G* basis
set (ca. 0.1 eV).35 The following (T3–T5) states present a sub-
stantial LE character emerging from transitions between the Cz
units as shown in Fig. 4.

3.2. Minima of the low-lying excited states

The energy distribution and nature of the adiabatic minima of
the low-lying singlet and triplet excited states of 2CzPN may
drive the plausible energy relaxation channels, for instance, ISC
and RISC. The DFT/MRCI-R2016 adiabatic excitation energies
of the optimized low-lying singlet and triplet states are listed in
Table 2. The corresponding geometries are presented in Fig. 5.

Minima for the S1, S2, T1 and T2 states were found. Two
enantiomeric minima for each excited state related to the
opposite orientation of the Cz groups in space are obtained.
We have considered the two geometries for the S1 state (S1 and
S1
0) for the present analysis. In this manner, we are able to

cover relaxation pathways arising from both directions of
coordinate space. The minimum geometries of the S2

0, T1
0

and T2
0 states are given in Fig. S3 of the ESI.†

A common feature of these optimized excited state minima
is the altered orientation of the Cz rings. They arrange in a
more parallel fashion with respect to one another and in a more
perpendicular fashion with regard to the PN ring. This trend is
the largest for the S1(S1

0) minima, followed by the T1 and T2

geometries (Fig. 5). Concomitantly, the CT character of these
states increases upon geometry relaxation (compare Fig. 4, 6
and Fig. S10, ESI†). The change in electronic structure is
especially pronounced for the T1 state, which exhibits a con-
siderable CT-LE mixing in the FC region but adiabatically it is

mainly a CT state. This result is at variance with conclusions
drawn by other authors who predict a much higher LE char-
acter for the adiabatic T1 state of 2CzPN (near 50%, LC-o*PBE/
6-31G*) on the basis of CT indices obtained by orbital composi-
tion analysis42 and natural transition orbital analysis35.

In line with the large geometry change, the geometry relaxa-
tion effect leads to an energy stabilization of the S1 state by ca.
0.28 eV w.r.t. the FC region. The onsets of the experimental
emission spectra in toluene7,13 (2.94–2.96 eV) match the DFT/
MRCI-R2016 adiabatic energy for the S1 state of 2.91 eV very
closely (Table 2). A similar stabilizing effect is found for the S2

state (by 0.23 eV). In contrast, the geometry relaxation effect on
the T1 state energy is significantly lower than in the S1 state,
with the consequence that the DEST between the S1 and T1

adiabatic states is substantially smaller than that in the FC
region. Experimental estimates of DEST vary between 0.09 eV
and 0.35 eV, depending on the molecular environment and on
the underlying model.5,7,10,13,76 Our adiabatic DEST gap of
0.12 eV (0.13 eV after inclusion of ZPVE corrections) agrees well
with the experimental value in an mCP OLED (0.09 eV), estimated
from peak emission fluorescence (300 K) and phosphorescence
(5 K) wavelengths.10 By considering the threshold energies of the
experimental fluorescence and phosphorescence bands (77 K) in
toluene solution as a reference, a DEST gap of 0.21 eV is derived.13

An even larger DEST value of 0.31 eV is obtained if the
T 0–0

1 transition energy is taken to coincide with the first phos-
phorescence band maximum (77 K), while S0–0

1 is derived from
the crossing point of the absorption and fluorescence bands at
300 K.7,42 Other TDDFT and TDA reports best agreeing with this
(latter) value were DEST values of e.g. 0.49, 0.34 and 0.46 eV,
which can be obtained when using TD-oB97X/6-31G*,30

TD-B3LYP and TD-PBE034 with the same basis set.
The T2 CT state is influenced by a small percentage of LE

character (Fig. S10, ESI†). Its minimum shows up 0.10 eV above
the adiabatic S1 state. This situation is different from the FC
region where this state is located below the S1 state. In contrast,
TD-B3LYP calculations predict this state to be located adiaba-
tically below the S1 state (by 0.17 eV) being the only study
reporting about the participation of this state in the (R)ISC

Table 2 DFT/MRCI-R2016 adiabatic excitation energies (DEad, eV) of low-
lying singlet and triplet states of 2CzPN calculated at their corresponding
equilibrium geometry in vacuum

State DE (eV) Transition % weight ZPVE Exp. Theoryb

S1 2.91 H - L 89.3 �0.09 2.94,a 2.96e 2.84,c 2.99d

S1
0 2.92 H - L 89.4 �0.10

S2 3.13 H�2 - L 83.1 �0.01
T1 2.79 H - L 84.7 �0.10 2.75,a 2.65e 2.50,c 2.53,d

T2 3.01 H�2 - L 83.4 �0.07 2.71c

a Ref. 13, onset of the fluorescence and phosphorescence (77 K) spectra
in toluene. b Other theoretical reports. c Ref. 42, TD-B3LYP/6-31G*,
UDFT for the triplet states. d Ref. 42, TD-PBE0/6-31G*, UDFT for the
triplet states. e Ref. 7, calculated from the highest peak of the emission
spectrum in toluene at 77 K.

Fig. 6 Fragment-based analysis of the DFT/MRCI-R2016 wavefunctions
performed at the (a) S1 and (b) T1 state minima.
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decay processes on 2CzPN.34 Preliminary DFT/MRCI calcula-
tions locate two adiabatic triplet states (T1 and T2) below the S1

state in the 4CzIPN TADF emitter,12 with the T2 state being
halfway from the T1 and S1 states. This strongly suggests
marked differences between the TADF mechanisms of
both emitters: for 4CzIPN, the presence of the intermediate
T2 state helps to accelerate the (R)ISC processes, while for
2CzPN, pathways involving the adiabatic T2 state are thermally
activated.

3.3. Relaxation channels

To shed light on possible energy dissipation mechanisms
arising upon photoexcitation, we constructed LIPs connecting
the optimized electronic states as displayed in Fig. 7. These
LIPs offer a qualitative view of the overall photophysics of the
excited molecule. The LIPs were calculated using the respective
adiabatic minimum internal coordinates.

Fig. 7a shows the LIP between the minima of the S0 and the S1

states. Photoexcitation at the FC point eventually results in the
population of the adiabatic S1 state due to Kasha’s rule. Along this
relaxation path that includes marked changes in the Cz torsional
angles, we found a crossing between the S1 and T2 PESs in the
vicinity of the FC region. A value of 0.18 cm�1 for their mutual
SOC at this crossing point indicates that ISC is possible, in
principle. However, while these two states are separated by only
�0.06 eV in the FC region, their energy gap rises to 0.44 eV at the
S1 minimum. A crossing of the S1 and T2 PESs also occurs along a
pathway connecting their adiabatic minima (Fig. 7c), in this case
with a small energy barrier (B0.1 eV). In contrast, the T1 and T2

PESs do not intersect (Fig. 7f), suggesting that their vibronic
coupling is small. The interconversion of the S1 and S1

0 enantio-
mers proceeds without a substantial barrier (Fig. 7b). As the Cz
units are nearly perpendicular to the PN ring, the interconversion
coordinate is mainly a sheering distortion. The S1 and T1 PESs
show parallel tracks during this interconversion. Note the close
energetic proximity of the S1 and T1 PESs at these geometries, a
consequence of the similar nuclear arrangements at the S1 and T1

minima and the drastically reduced LE character of the adiabatic
T1 state in comparison to those of the FC region.

From the S1 minimum, only the T1 state is accessible in a
downhill process, whereas the T2 state is lying 0.10 eV above the
adiabatic S1 state. Therefore, ISC channels in 2CzPN may arise
from S1 - T1 and S1 - T2 decay, where the latter is thermally
activated. In electroluminescent devices, RISC is expected to
proceed mainly through a T1 - S1 channel as this is the only
state lying energetically close by (see Fig. 7d). However, con-
tributions involving the T2 state cannot be excluded per se.
Several factors are decisive for efficient (R)ISC between target
states such as the size of SOC, their adiabatic energy difference
and their mutual vibrational overlap, which in turn also
displays temperature dependence. In the following, the proper-
ties driving the mentioned (R)ISC channels are discussed in
detail.

The component-averaged SOMEs between these target sing-
let and triplet states calculated at each minimum are displayed
in Table 3. As expected from El-Sayed’s rule, the magnitude of
these SOMEs is in general small as also commonly found for
transitions between pp* CT states of organic molecules. The

Fig. 7 DFT/MRCI-R2016 energies calculated at linear interpolated pathways (LIPs) between target electronic state minima of 2CzPN. Dashed lines
correspond to triplet state PESs, while continuous lines correspond to singlet states. Excitation energies calculated relative to the S0 state at its
corresponding minimum.
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coupling between the S1 and T1 CT states (B0.2 cm�1 at their
corresponding minima) arises mainly from the minor LE con-
tributions to the triplet wavefunction (Fig. 6). The larger
hT1|ĤSO|S1i value at the S0 geometry correlates with the higher
percentage of LE PN configurations and the increased DEST gap in
the FC region. Other computational studies report higher SOC
values at the excited-state minima as well, e.g., SOMES1-T1 =
0.737 cm�1@T1 minimum.34 The authors mention, however, that
the underlying B3LYP-TDA/6-31G* calculations significantly over-
estimate the S1 and T1 excitation energies.

The effect of vibronic SOC in 2CzPN has been analysed in
the literature by combining molecular dynamics (MD) and
TDDFT-TDA calculations.27,28 Torsional motions modulating
the CT–LE mixture were found to facilitate the SOC-driven
ISC in 2CzPN. The polarization of experimentally observed
ESR signals also supported a spin–vibronic ISC mechanism in
this emitter.27 In contrast, a study applying time-resolved
infrared vibrational spectroscopy in conjunction with (TD)DFT
calculations comes to the conclusion that the suppression of
structural changes upon S1–T1 conversion assists the TADF
process in Cz benzonitrile derivatives.15

As an alternative to non-adiabatic MD, static approaches
based on Herzberg–Teller (HT)-like expansions can be used to
determine spin–vibronic interactions.26 To this end, derivatives
of the SOMEs (qSOMEs) with respect to distortions along the
dimensionless normal mode (vi) displacements have to be
computed. The resulting qSOME values (Table S10, ESI†) are
very small. For the S1–T1 coupling, the maximum variation of
the qSOMEs is found in the second decimal place, using either
the S1 or T1 minimum nuclear arrangements as the expansion
origin, while for the S1–T2 coupling a few values between
0.2 and 0.4 cm�1 can be found. As a consequence, vibronic
contributions to the S1–T1 (R)ISC rate constants are expected to
be weak.

The (R)ISC rate constants (kISC/kRISC) calculated in the frame-
work of the FC and HT approximations at 300 K for 2CzPN are
collected in Table 4. In this table, the rate constants involving
the S1 - T1 and T1 - S1 channels were also calculated
considering the reported experimental DEST gaps of 0.21 eV13

and 0.31 eV7 in toluene solution. Pathways connecting different
enantiomers (e.g. S1

0 - T1,2 or T1 - S1
0) result in very low

values for the associated (R)ISC rate constants. They are there-
fore not displayed in Table 4. Due to the large geometrical
(spatial) difference between the initial and final states, their
vibrational overlaps are very small. Instead, interconversion of
the enantiomers can easily proceed on the S1 or T1 PESs, as
shown in Fig. 7b and e.

Vibronic SOC enhances the (R)ISC rate constants roughly by
a factor of 2 at 300 K, as may be seen when comparing the kHT

(R)ISC

values with the direct kC
ISC values in Table 4. While an exponen-

tial decrease of the nonradiative transition rate constant may be
expected from the energy gap law for weak coupling cases,26 no
correlation between the experimentally derived kISC and DEST

values of 2CzPN can be made out. All experimental studies
agree that kISC (S1 - T1) is in the range of 2.1–3.5 � 107 s�1. In
contrast, kRISC (T1 - S1) depends substantially (varying by ca.
three orders of magnitude) on the experimental conditions and
the model for determining the kinetic constants from the
measurements. The Adachi group reports kRISC (T1 - S1) values
varying slightly in the range of 5.4–6.0 � 103 s�1, despite
appreciable DEST shifts (0.09–0.29 eV).10,13,76 Much higher RISC
rate constants (7.9 � 104–1.7 � 105 s�1) were published by two
Chinese work groups although their experimentally deduced
DEST values (0.31–0.35 eV) are even larger.5,7 Our computed
S1 - T1 ISC rate constant (7.6 � 106 s�1 at 300 K for an energy
gap of DEST = 0.12 eV) is smaller than the experimentally
determined ones by a factor of about 3 (Table 4). Unlike the
experimental values, the computed ISC rate constants decrease
to 1.6 � 106 s�1, if the PESs are vertically shifted to match
DEST = 0.31 eV. The impact of the energy gap on the RISC
rate constant is even more pronounced, as may be expected
for TADF from the Boltzmann relation. Our computed kRISC

(T1 - S1) value of 2.7 � 104 s�1 (300 K) is approximately in the
right ballpark given the high sensitivity of the results with
respect to the singlet–triplet energy gap. With the increase of
DEST from 0.12 to 0.31 eV, we observe a substantial reduction of
the computed RISC rate constant by 4 orders of magnitude.

So far, we have not discussed the involvement of the T2 state
in the ISC and RISC processes. According to our calculations, T2

is located adiabatically 0.22 eV above the T1 state and 0.10 eV

Table 3 Component-averaged spin–orbit matrix elements (SOMEs, cm�1)
between low-lying singlet and triplet states of 2CzPN calculated at the
optimized minima

SOMEs @S0 @S1 @S1
0 @T1 @T2

hT1|ĤSO|S1i 0.479 0.211 0.217 0.292 0.499
hT2|ĤSO|S1i 0.183 0.223 0.249 0.240 0.228
hT3|ĤSO|S1i 0.033 0.085 0.086 —

Table 4 Computed (R)ISC rate constants k(R)ISC (s�1) for 2CzPN (300 K) in
the Condon (kC

(R)ISC) and Herzberg–Teller approximations (kHT
(R)ISC) in com-

parison to experimental results at room temperature

ISC DEST (eV) kC
ISC (300 K) kHT

ISC (300 K) kISC (exp.)

S1–T1 +0.12 3.2 � 106 7.6 � 106

+0.09a 3.1 � 107 a

+0.21b 8.9 � 105 3.7 � 106 2.1 � 107 b

+0.29c — — 2.9 � 107 c

+0.31d 5.8 � 105 1.6 � 106 3.5 � 107 d

+0.35e — — 3.0 � 107 e

S1–T2 �0.10 1.1 � 104 9.3 � 104

RISC DEST (eV) kC
RISC (300 K) kHT

RISC (300 K) kRISC (exp.)

T1–S1 �0.12 1.9 � 104 2.7 � 104

�0.09a 5.6 � 103 a

�0.21b 1.5 � 102 4.3 � 102 6.0 � 103 b

�0.29c — — 5.4 � 103 c

�0.31d 2.1 2.9 1.7 � 105 d

�0.35e — — 7.9 � 104 e

NRf — — 3.5 � 106 f

T2–S1 +0.10 9.1 � 105 — —

a Ref. 10, in mCP OLED. b Ref. 13, toluene (10�4 M) solution. c Ref. 76,
co-deposited films (mCBP host matrix). d Ref. 7, toluene (10�5 M)
solution. e Ref. 5, THF solutions. f Ref. 77, toluene (NR: not reported).
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above S1. Population of the T2 state thus requires thermal
activation. With a computed HT rate constant of approximately
9.3 � 104 s�1, the S1 - T2 transition cannot compete with the
much faster S1 - T1 process. The reverse T2 - S1 transition is
a downhill process, but requires the population of the T2 levels
either by ISC from the S1 state or by activated internal conver-
sion from T1. Assuming a Boltzmann relation for the latter
spin-allowed process yields a prefactor of about 10�4, showing
that the T2 - S1 RISC does not essentially contribute to the
TADF process unless hot excitons are available.

By using semiclassical Marcus theory to compute the
Franck–Condon-weighted density of states and TDDFT-TDA
potentials, Xu et al.34 computed much higher rate constants.
They obtained values of 1.3–21.1 � 107 s�1 for the S1 - T1 ISC
and of 0.2–2.8 � 106 s�1 for the T1 - S1 RISC processes,
respectively, depending on the choice of reorganization energy.
The very fast S1 - T2 transition (kISC = 2.9 � 107 s�1) reported
by these authors is caused by the fact that the T2 state is placed
adiabatically below the S1 state in their calculations at the
B3LYP-TDA/6-31G* level of theory. Interestingly, Aizawa
et al.36 have recently calculated the RISC constants for a variety
of TADF emitters using a method involving the singlet–triplet
crossing seam-optimized geometry (TDA-LC-BLYP/6-31+G*)
and Marcus non-adiabatic theory. In agreement with our find-
ings, the authors state that there is no crossing between the S1

and T1 states of 2CzPN but that the optimized intersection
corresponds to a crossing with the T2 state. A RISC rate
constant in the order of 103 s�1 together with an activation
energy of ca. 0.25 eV has been reported for isolated 2CzPN
using their methodology.

4. Conclusions

By means of combined PBE0/SV(P) and DFT/MRCI-R2016 quan-
tum chemical computations, we have studied in detail excited-
state decay pathways and (R)ISC mechanisms of the blue TADF
emitter 2CzPN. To this end, vertical and adiabatic electronic
excitation energies, vibrational frequencies and wave functions
as well as (R)ISC rate constants including direct and vibronic
SOC were determined.

Two minima differing by 0.074 eV (1.7 kcal mol�1) in energy
were located in the electronic ground state of 2CzPN. Their
nuclear arrangements differ mainly in the orientation and the
opening angle of the Cz molecular planes. Based on energetic
considerations and on their spectral properties, we decided to
focus on the more stable conformer in the following. Enantio-
mers of both structures exist that are separated from their
respective mirror images by high barriers in the electronic
ground state.

In the FC region, two triplet excited states are located below
the S1 state with energy separations of DE(S1–T1) = 0.40 eV
and DE(S1–T2) = 0.06 eV according to the DFT/MRCI-R2016
calculations. The excited-state transition densities, studied
through fragmentation analysis of the natural transition density,
revealed the nature of these states to have a strong CT component.

The admixture with LE character is substantial in the triplet
manifold (e.g. for the T1 state) and less pronounced in the low-
lying excited singlet states. The excellent agreement of the com-
puted absorption spectrum in vacuum with available experi-
mental absorption spectra in toluene, THF and DCM solutions
and the negligible solvent effect on the spectral properties lends
confidence to the chosen computational protocol.

The calculated adiabatic DFT/MRCI-R2016 excitation ener-
gies in vacuum locate only the T1 state below the S1 state (by
0.12 eV), while the T2 state lies 0.10 eV above. The intersection
of the S1 and T2 PESs occurs close to the FC point. Considering
the small magnitude of the electronic SOC (component aver-
aged hT2|ĤSO|S1i = 0.18 cm�1) renders the dynamic ISC S1 - T2

along the S1 geometry relaxation path not very likely. At the
optimized equilibrium structures of the S1 and T1 states, the Cz
rings are markedly more perpendicular to the PN plane than in
the ground state. The electronic decoupling of their p-systems
facilitates the charge separation in these donor–acceptor sys-
tems, thus enhancing their CT character. Moreover, it enables a
nearly barrierless interconversion of the enantiomers in the
first excited singlet and triplet states by a sheering motion of
the Cz units. Because of the small overlaps of the vibrational
wavefunctions of the two enantiomeric potential energy wells,
we nevertheless have indications that cross-couplings, such as
S1
0 - T1 ISC, do not play an important role among the excited-

state decay processes.
The mutual (direct) SOCs between the S1 and T1 states at

their respective minimum geometries are reduced in compar-
ison to the FC point, a direct consequence of the varying LE
contributions to the wave functions. Furthermore, the calcu-
lated derivatives of the S1–T1 SOMEs with respect to dimension-
less normal mode displacements are small, but not negligible
indicating that the contributions of Herzberg–Teller vibronic
SOC to the k(R)ISC constants are moderate. Spin–vibronic inter-
actions are found to speed up the S1–T1 ISC and T1–S1 RISC
processes by a factor of about 2. The triplet state formation is
predicted to proceed predominantly via the S1 - T1 channel
with a rate constant of 8 � 106 s�1 at room temperature,
somewhat smaller than the experimentally derived values of
2–3 � 107 s�1,5,7,10,13,76 but in the right ballpark. In addition, a
thermally activated S1 - T2 channel is available, but predicted
to be less efficient (kISC = 9 � 104 s�1).

Our calculated RISC rate constant associated with the back
population of the S1 state of 2CzPN in vacuum through the
T1–S1 channel (kRISC = 3 � 104 s�1) certainly is one order of
magnitude larger than the smallest constants (5–6 � 103 s�1)
reported in solution and in OLEDs,10,13,76 but significantly
smaller than the highest value (3.5 � 106 s�1)77 determined
by kinetic modelling of transient triplet absorption spectra
in toluene solution. Astonishingly, the experimentally
derived RISC rate constants and DEST values do not appear to
be correlated. On one hand, nearly constant kRISC values
have been reported, despite appreciably different DEST gaps
(0.09–0.29 eV).10,13,76 On the other hand, a variation of experi-
mentally derived rate constants by ca. 2 orders of magnitude
can be made out when comparing different measurements of
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2CzPN RISC in toluene solutions with similar singlet–triplet
energy gaps of 0.31 and 0.29 eV, respectively.7,13 Following this
consideration, we repeated the (R)ISC rate constant calcula-
tions using DEST values of two of these experimental reports,
i.e. 0.2113 and 0.31 eV7,42 in addition to our computed value of
0.12 eV to test the impact of singlet–triplet separation on the
transition probabilities. As expected for a thermally activated
process in the weak coupling limit, the RISC rate constant
decreases exponentially (by ca. 4 orders of magnitude) when
increasing DEST from 0.12 eV to 0.31 eV, while keeping the
electronic coupling terms constant. The downhill S1 - T1 ISC
process is less affected (less than one order of magnitude) by
this variation of the energy gap.

Although the T2 state lies adiabatically close to S1, it is not
expected to play a major role in mediating the spin-flips in
2CzPN unless the T2 state is directly populated by hot excitons
from the embedded OLED layer. Starting from the equilibrated
S1 state, the S1 - T2 ISC is an activated process that cannot
compete with the much faster S1 - T1 ISC. Moreover, we found no
indication for a strong vibronic coupling of the T2 and T1 potentials
that could help overcome the negative exponential dependence of
the RISC rate constant on the magnitude of the energy gap.

In comparison, DFT/MRCI calculations on the very efficient
4CzIPN TADF emitter12 show a significant CT-LE mixing in the
low-lying triplet states and minor effects in the S1 state. This
complements with a T2 state energetically located halfway from
the S1 and T1 state, acting as an intermediate between these
states, thereby accelerating the (R)ISC processes.

Our calculations show that the (R)ISC probability in 2CzPN
depends mainly on the interplay between the S1 and T1 states
with spin–vibronic interactions accelerating the nonradiative
transitions only marginally. One possible explanation for the
strange findings with regard to the RISC rate constants in
relation to the S1–T1 energy gap in 2CzPN is that the models
employed for deriving DEST values from spectroscopic data are
not adequate. Could, alternatively, a larger singlet–triplet split-
ting, caused by higher LE contributions to the excited-state
wave functions, be compensated by an increase of the electro-
nic SOC strength? In principle, this is possible but difficult to
imagine in this particular case. At the S0 geometry, where the
DE(S1–T1) is relatively large (0.40 eV), the magnitude of
hT1|ĤSO|S1i differs by a factor of ca. 2 from the values at the
relaxed excited-state geometries. The increased electronic cou-
pling would lead to an acceleration of the ISC probability by a
factor of about 4 in FC approximation, as opposed to a
deceleration by 4 orders of magnitude caused by the reduced
vibrational overlaps of the shifted potentials. The most plau-
sible explanation for the high RISC rates, reported in some
experimental studies,5,7,77 is the participation of other pro-
cesses such as triplet–triplet annihilation or hot exciton trans-
fer in the delayed fluorescence.
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Table S1. Selected geometrical parameters (dihedrals, in degrees) of the ground state S0 
minimum of 2CzPN optimized at the indicated level of theory. 
 

 

Dihedral 
Crystal*  
structure 

Crystal*  
structure 2 

PBE0/ 
def2-TZVP* 

PBE0-D3(BJ)/ 
def2-TZVP 

PBE0-D3(BJ)/ 
def-SV(P) 

C3-C4-N3-C20 114.9 -123.8 129.8 -128.6 -130.7 
C3-C4-N3-C19 -55.7 42.6 -57.1 55.6 59.5 
C5-C4-N3-C20 -63.8 56.1 -20.3 51.5 49.7 
C5-C4-N3-C19 125.6 -137.5 122.7 -124.3 -120.1 
C4-C5-N4-C31 125.5 -131.3 122.7 -124.3 -120.0 
C4-C5-N4-C32 -56.4 57.1 -50.3 51.3 49.7 
C6-C5-N4-C31 -54.6 49.9 -57.1 55.6 59.5 
C6-C5-N4-C32 123.5 -121.7 129.8 -128.8 -130.8 
C4-N3-C20-C19 171.9 168.3 -174.1 -176.3 -171.1 
C5-N4-C32-C31 178.4 172.8 -174.1 -176.2 -171.1 

  
B3LYP/ 
6-31G* 

B3LYP-D3(BJ)/ 
def2-TZVP 

BHLYP-D3(BJ)/ 
def2-TZVP 

RI-ADC(2)/ 
def-SV(P) 

RI-CC2/ 
defSV(P) 

C3-C4-N3-C20 -51.9 -129.3 -124.2 -137.7 -138.2 
C3-C4-N3-C19 120.0 57.2 56.6 63.2 62.6 
C5-C4-N3-C20 128.2 50.8 53.2 44.0 43.3 
C5-C4-N3-C19 -59.9 -122.7 -123.1 -115.1 -115.8 
C4-C5-N4-C31 128.2 -122.6 -123.0 -115.1 -115.8 
C4-C5-N4-C32 -59.8 50.6 53.0 44.0 43.3 
C6-C5-N4-C31 -51.9 57.1 56.6 63.2 62.6 
C6-C5-N4-C32 120.1 -129.7 -127.4 -137.6 -138.2 
C4-N3-C20-C19 173.2 -174.4 -176.8 -161.9 -162.0 
C5-N4-C32-C31 173.2 -174.1 -176.6 -161.9 -162.0 

 
*M. Y. Wong, S. Krotkus, G. Copley, W. Li, C. Murawski, David Hall, G. J. Hedley, M. Jaricot, 
D. B. Cordes, A. M. Z. Slawin, Y. Olivier, D. Beljonne, L. Muccioli, M. Moral, J.-C. Sancho-
Garcia, M. C. Gather, I. D. W. Samuel, E. Zysman-Colman, Deep-blue oxadiazole-containing 
thermally activated delayed fluorescence emitters for organic light-emitting diodes, ACS Appl. 
Mater. Interfaces, 2018, 10, 33360−33372. 
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Table S2. Vertical excitation energies (ΔEv, eV) of low-lying singlet (TD-DFT) and triplet 
states (TDA) of 2CzPN calculated at the S0 geometry optimized at the PBE0-D3(BJ)/def-
SV(P) level of theory. 
 

State ΔEv Transition %weight f(L) State ΔEv Transition %weight 
S0 0.00        
S1 2.98 H→L 98.9% 0.061 T1 2.68 H→L 84.5% 
S2 3.17 H-1→L 94.7% 0.102 T2 2.92 H-1→L 94.8% 
S3 3.24 H-2→L 99.5% 0.013 T3 3.15 H-2→L 81.2% 
S4 3.50 H-3→L 94.6% 0.000 T4 3.32 H→L+1 82.2% 
S5 3.55 H→L+1 90.0% 0.125 T5 3.35 H-3→L 31.0% 
S6 3.67 H-1→L+1 98.5% 0.003   H-2→L+2 23.6% 
S7 3.83 H-2→L+1 98.8% 0.011   H-3→L+3 17.1% 
S8 4.09 H-3→L+1 98.9% 0.000 T6 3.42 H-1→L+1 78.1% 
S9 4.22 H→L+2 81.2% 0.039 T7 3.45 H-2→L+3 34.6% 
S10 4.25 H→L+3 69.4% 0.006   H-3→L+2 28.5% 

  H-1→L+1 19.5%  T8 3.53 H-3→L 61.1% 
       H-2→L+2 14.9% 
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Fig. S1 Kohn-Sham frontier molecular orbitals of 2CzPN calculated at the S0 geometry 
optimized at the PBE0-D3(BJ)/def-SV(P) level of theory. 
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Table S3. Vertical excitation energies (ΔEv, eV) of low-lying singlet and triplet states of 
2CzPN calculated at the S0 geometry optimized at the indicated level of theory. 
State ΔEv Transition %Weight ΔEv Transition %Weight 
 RI-ADC2/def-SV(P) RI-CC2/def-SV(P) 

S1 3.27 H-1 → L 50.4% 3.30 H-1 → L 47.1% 
  H → L 38.5%  H → L 41.9% 

S2 3.55 H-2 → L 63.3% 3.61 H-2 → L 61.0% 
  H-3 → L 21.1%  H-3 → L 18.4% 

S3 3.78 H → L 55.6% 3.78 H → L 51.3% 
  H-1 → L 39.2%  H-1 → L 43.1% 

T1 3.02 H-1 → L 52.8% 3.05 H-1 → L 51.5% 
  H → L 22.1%  H → L 23.4% 
  H-6 → L 15.2%  H-6 → L 15.1% 

T2 3.44 H-2 → L 60.2% 3.48 H-2 → L 60.7% 
  H-3 → L 18.6%  H-3 → L 16.2% 

T3 3.54 H → L 28.3% 3.52 H → L 28.7% 
  H → L+3 27.9%  H → L+2 27.3% 

     H-1 → L 10.1% 
 BHLYP-D3(BJ)/def2-TZVP B3LYP-D3(BJ)/def2-TZVP 

S1 3.81 H → L 91.1% 2.87 H → L 99.0% 
S2 3.98 H-1 → L 91.5% 3.02 H-1 → L 93.5% 
S3 4.28 H-2 → L 93.3% 3.11 H-2 → L 99.6% 
T1 2.58 H-6 → L 31.4% 2.53 H → L 83.6% 
  H → L 27.3%    
  H-8 → L+1 16.3%    

T2 2.77 H-2 → L+3 25.9% 2.78 H-1 → L 95.7% 
  H-3 → L+2 24.9%    

T3 2.78 H-2 → L+3 27.6% 3.00 H-2 → L 70.3% 
  H-3 → L+3 24.2%    

T4 3.43 H-1 → L 28.8% 3.11 H-2 → L+2 29.0% 
     H-3 → L 26.4% 
     H-3 → L+3 20.1% 

T5 3.51 H-1 → L+2 16.9% 3.14 H → L+1 89.6% 
  H → L+3 16.4%    

T6 3.67 H-1 → L 41.8% 3.21 H-1 → L+1 73.3% 
  H → L+2 16.2%    

  H-1 → L+3 11.7%    
  H-8 → L 10.7%    
 PBE0-D3(BJ)/def2-TZVP PBE0-D3(BJ)/def-SV(P) 

S1 3.05 H → L 98.7% 2.98 H → L 98.9% 
S2 3.19 H-1 → L 93.8% 3.17 H-1 → L 94.7% 
S3 3.33 H-2 → L 99.5% 3.24 H-2 → L 99.5% 
T1 2.58 H → L 72.2% 2.68 H → L 84.5% 
  H-6 → L 13.6%    

T2 2.90 H-1 → L 92.1% 2.92 H-1 → L 94.8% 
T3 3.03 H-2 → L+3 26.5% 3.15 H-2 → L 81.2% 
  H-3 → L+2 24.6%    
  H-2 → L 20.2%    

T4 3.06 H-2 → L+2 34.1% 3.32 H → L+1 82.2% 
  H-3→ L+3 26.2%    

T5 3.27 H → L+1 86.4% 3.35 H-3 → L 31.0% 
     H-2 → L+2 23.6% 
     H-3 → L+3 17.1% 

T6 3.28 H-1 → L+1 52.0% 3.42 H-1 → L+1 78.1% 
  H → L 16.6%    
  H-9 → L+1 13.0%    
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Fig. S2 a) PBE0-D3(BJ)/def-SV(P) and DFT/MRCI-R2016 absorption spectra calculated 
at the corresponding S0 minimum. b) RI-ADC2/def-SV(P) and RI-CC2/def-SV(P) 
absorption spectra calculated at their corresponding S0 minimum. The experimental 
absorption spectra of 2CzPN in toluene* and DCM** is also presented. 
 

 
 
*T. Hosokai, H. Matsuzaki, H. Nakanotani, K. Tokumaru, T. Tsutsui, A. Furube, K. Nasu, 
H. Nomura, M. Yahiro, C. Adachi, Evidence and mechanism of efficient thermally 
activated delayed fluorescence promoted by delocalized excited states, Sci. Adv. 2017, 
3, e1603282(1-9). 
**J. W. Sun, K.-H. Kim, C.-K. Moon, J.-H. Lee, J.-J. Kim, Highly efficient sky-blue 
fluorescent organic light emitting diode based on mixed cohost system for thermally 
activated delayed fluorescence emitter (2CzPN), ACS Appl. Mater. Interfaces, 2016, 8, 
9806−9810.  



7 

Fig. S3 Selected geometrical parameters (dihedral angles) of the S2’, T1’ and T2’ excited 
state minima of 2CzPN optimized at the PBE0-D3(BJ)/def-SV(P) level of theory. TDDFT 
was used for the optimization of the excited singlet states, while TDA approximation was 
used for the optimization of the triplet states. 
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Table S4. Adiabatic excitation energies (ΔEad, eV) of low-lying singlet and triplet states of 
2CzPN calculated at its corresponding equilibrium geometry. Optimizations were 
performed at the PBE0-D3(BJ)/def-SV(P) level of theory: For the singlet states by using 
TDDFT and for the triplet states using TDA approximation. 
 
State ΔE(eV) Transition %DC f(L) ZPVE 

S1 2.43 H→L 99.4% 0.001 -0.09 
S1’ 2.43 H→L 99.4% 0.001 -0.10 
S2 2.71 H-1→L 98.6% 0.010 -0.01 
T1 2.40 H→L 98.2%   -0.10 
T2 2.64 H-1→L 97.8%   -0.07 

 
The ZPE values were scaled by 0.9944 to account for systematic errors of the PBE0 
functional according to (M. K. Kesharwani, B. Brauer, J. M. L. Martin, J. Phys. Chem., A 
119 (2015) 1701) 
 
 
Fig. S4 Frontier molecular orbitals of 2CzPN calculated at the corresponding excited state 
geometry optimized at the PBE0-D3(BJ)/def-SV(P) level of theory. 
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Fig. S5 BHLYP Frontier molecular orbitals of 2CzPN calculated at the indicated excited 
state geometry. 
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Table S5. DFT/MRCI excitation energies (ΔE, eV) of low-lying singlet and triplet states of 
2CzPN calculated at the S1 minimum. 
 

State ΔE(eV) Transition %DC 
S0 0.48     
S1 2.91 H → L 89.3% 
S2 3.42 H-3 → L 85.1% 
S3 3.45 H-1 → L 88.0% 
S4 3.72  H-2 → L 87.1% 
T1 2.83 H → L 87.5% 
T2 3.35 H-3 → L 84.4% 
T3 3.38 H-1 → L 87.3% 
T4 3.51 H-7 → L 60.3% 
    H-2 → L 14.5% 

 
Fig. S6 BH-LYP frontier molecular orbitals of 2CzPN calculated at the S1 minimum. 
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Table S6. DFT/MRCI excitation energies (ΔE, eV) of low-lying singlet and triplet states of 
2CzPN calculated at the S1’ minimum. 
 

State ΔE(eV) Transition %DC 
S0 0.48     
S1 2.92 H → L 89.4% 
S2 3.41 H-2 → L 47.3% 
    H-3→ L 39.3% 
S3 3.45 H-1 → L 87.7% 
S4 3.75 H-3→ L 48.5% 
    H-2 → L 48.2% 
T1 2.83 H → L 87.4% 
T2 3.34 H-2 → L 47.0% 
    H-3→ L 39.0% 
T3 3.39 H-1 → L 87.0% 
T4 3.52 H-7 → L 62.4% 
    H-5→ L   8.1% 

 
Fig. S7 BH-LYP frontier molecular orbitals of 2CzPN calculated at the S1’ minimum. 
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Table S7. DFT/MRCI excitation energies (ΔE, eV) of low-lying singlet and triplet states of 
2CzPN calculated at the T1 minimum. 
 

State ΔE(eV) Transition %DC 
S0 0.43     
S1 2.91 H → L 89.1% 
S2 3.39 H-3 → L 81.0% 
S3 3.48 H-1 → L 82.1% 
S4 3.66 H-2 → L 88.6% 
T1 2.79 H → L 84.7% 
T2 3.30 H-3 → L 80.6% 
T3 3.41 H-1 → L 81.9% 
T4 3.47 H-7 → L 50.2% 
    H-2 → L 22.0% 

 
 
Fig. S8 BH-LYP frontier molecular orbitals of 2CzPN calculated at the T1 minimum. 
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Table S8. DFT/MRCI excitation energies (ΔE, eV) of low-lying singlet and triplet states of 
2CzPN calculated at the T2 minimum. 
 

State ΔE(eV) Transition %DC 
S0 0.32     
S1 3.10 H → L 86.7% 
S2 3.12 H-1 → L 84.8% 
S3 3.45 H-2 → L 87.1% 
S4 3.71 H-3 → L 84.4% 
T1 2.84 H → L 69.4% 
    H-6 → L 15.8% 
T2 3.01 H-1 → L 83.4% 
T3 3.36 H-2 → L 78.4% 
T4 3.59 H-3 → L 54.9% 
  H-2→ L+3 13.7% 

 
 
Fig. S9 BH-LYP frontier molecular orbitals of 2CzPN calculated at the T2 minimum. 
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Table S9. Dihedral angles (in degrees) of the ground and excited state minima of 2CzPN 
optimized at PBE0-D3(BJ)/def-SV(P) level of theory: For the singlet states by using 
TDDFT and for the triplet states using TDA approximation. 
 

 
 

Dihedral S0 S1 S1' S2 T1 T2 
C3-C4-N3-C20 -130.7 -109.9 -88.2 -111.8 -113.3 -117.8 
C3-C4-N3-C19 59.5 88.7 110.0 78.2 85.2 70.1 
C5-C4-N3-C20 49.7 74.9 87.3 77.1 69.5 67.3 
C5-C4-N3-C19 -120.1 -86.5 -74.5 -92.8 -92.1 -104.8 
C4-C5-N4-C31 -120.0 -86.6 -74.3 -92.9 -92.3 -104.7 
C4-C5-N4-C32 49.7 75.0 87.0 77.2 69.7 67.1 
C6-C5-N4-C31 59.5 88.7 110.0 78.1 84.8 70.3 
C6-C5-N4-C32 -130.8 -109.8 -88.7 -111.8 -113.2 -117.9 
C4-N3-C20-C19 -171.1 -163.8 -164.3 -171.3 -164.0 -173.2 
C5-N4-C32-C31 -171.1 -163.9 -163.9 -171.4 -164.4 -172.9 
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Table S10. Harmonic frequencies (vi, cm-1) and component-averaged ∂SOMEs (cm-1) 
with respect to the corresponding (dimensionless) normal coordinates calculated at the 
S1, S1’ and T1 state minima of 2CzPN. 
 

Mode vi@S1 S1-T1 S1-T2 vi@S1' S1'-T1 S1'-T2 vi@T1 T1-S1 
1 33.7 0.009 0.051 31.9 0.002 0.100 29.0 0.043 
2 37.5 0.020 0.096 35.7 0.006 0.061 33.1 0.036 
3 39.7 0.031 0.060 37.8 0.031 0.118 34.6 0.007 
4 51.0 0.007 0.034 50.8 0.004 0.112 47.9 0.003 
5 67.0 0.006 0.125 63.3 0.005 0.033 61.1 0.012 
6 73.8 0.007 0.086 73.5 0.006 0.043 70.7 0.006 
7 82.0 0.044 0.052 81.5 0.042 0.122 75.8 0.046 
8 115.5 0.003 0.010 113.7 0.002 0.061 110.9 0.004 
9 118.8 0.002 0.060 116.3 0.002 0.045 116.5 0.003 
10 119.8 0.002 0.060 118.9 0.001 0.104 119.5 0.003 
11 141.8 0.012 0.018 140.1 0.012 0.071 137.8 0.015 
12 152.0 0.005 0.096 150.1 0.006 0.117 147.2 0.007 
13 159.0 0.029 0.023 157.4 0.024 0.099 153.3 0.031 
14 180.5 0.003 0.036 178.4 0.002 0.020 176.5 0.005 
15 187.0 0.003 0.149 185.9 0.003 0.098 182.9 0.006 
16 196.2 0.001 0.061 195.7 0.001 0.082 195.5 0.005 
17 208.0 0.014 0.033 206.6 0.016 0.105 202.4 0.022 
18 216.2 0.024 0.068 215.3 0.022 0.134 211.9 0.028 
19 270.1 0.002 0.093 269.4 0.002 0.079 269.6 0.004 
20 298.3 0.006 0.040 296.6 0.007 0.009 295.2 0.031 
21 299.1 0.029 0.030 297.7 0.029 0.102 295.4 0.009 
22 313.0 0.002 0.110 311.7 0.004 0.128 308.5 0.005 
23 321.1 0.021 0.007 321.2 0.016 0.036 320.9 0.033 
24 340.6 0.011 0.299 339.8 0.014 0.165 340.0 0.020 
25 406.1 0.009 0.023 405.1 0.011 0.039 399.8 0.007 
26 419.9 0.020 0.027 418.7 0.020 0.040 416.9 0.029 
27 420.8 0.004 0.064 420.2 0.004 0.052 419.4 0.005 
28 432.6 0.003 0.229 430.9 0.002 0.117 429.1 0.002 
29 437.7 0.005 0.437 435.1 0.005 0.242 432.2 0.010 
30 442.3 0.002 0.118 442.5 0.004 0.030 442.2 0.003 
31 442.9 0.001 0.013 442.8 0.002 0.110 442.7 0.003 
32 447.4 0.001 0.028 446.2 0.003 0.115 445.2 0.009 
33 461.7 0.040 0.035 459.7 0.039 0.071 456.1 0.043 
34 480.1 0.005 0.266 478.3 0.003 0.276 469.0 0.001 
35 511.3 0.015 0.113 510.7 0.017 0.039 512.7 0.008 
36 515.4 0.009 0.029 515.3 0.022 0.121 513.1 0.018 
37 518.2 0.005 0.103 517.6 0.005 0.037 518.9 0.018 
38 531.8 0.005 0.094 532.0 0.001 0.127 531.8 0.003 
39 545.4 0.003 0.127 544.4 0.002 0.095 542.3 0.007 
40 575.7 0.006 0.051 575.3 0.006 0.071 574.5 0.006 
41 583.8 0.000 0.022 582.6 0.001 0.080 582.4 0.002 
42 586.2 0.001 0.009 585.0 0.002 0.006 584.7 0.003 
43 608.7 0.001 0.014 607.5 0.001 0.031 606.6 0.006 
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Mode vi@S1 S1-T1 S1-T2 vi@S1' S1'-T1 S1'-T2 vi@T1 T1-S1 
44 613.6 0.008 0.170 613.0 0.007 0.128 612.3 0.015 
45 617.3 0.009 0.099 617.3 0.007 0.015 617.9 0.012 
46 619.7 0.005 0.043 619.7 0.006 0.118 620.0 0.005 
47 636.8 0.002 0.051 636.7 0.005 0.079 635.5 0.004 
48 642.0 0.002 0.015 641.5 0.003 0.126 641.4 0.004 
49 665.7 0.007 0.029 664.8 0.004 0.052 663.6 0.008 
50 685.8 0.007 0.040 685.2 0.007 0.004 685.2 0.013 
51 703.7 0.002 0.078 703.4 0.003 0.042 703.3 0.004 
52 722.1 0.026 0.038 721.7 0.029 0.116 720.7 0.038 
53 729.6 0.002 0.029 727.7 0.006 0.035 725.1 0.009 
54 742.6 0.024 0.009 742.2 0.025 0.047 741.8 0.028 
55 750.1 0.003 0.053 748.6 0.003 0.028 747.6 0.005 
56 757.2 0.000 0.011 755.5 0.000 0.021 754.4 0.002 
57 768.1 0.001 0.083 768.0 0.002 0.049 767.3 0.008 
58 770.7 0.009 0.021 768.9 0.012 0.046 767.9 0.003 
59 774.9 0.001 0.059 772.9 0.003 0.105 771.7 0.002 
60 778.6 0.010 0.040 778.8 0.012 0.073 778.6 0.006 
61 801.1 0.007 0.024 799.7 0.007 0.010 797.8 0.011 
62 804.3 0.004 0.007 802.9 0.008 0.010 801.3 0.013 
63 806.0 0.016 0.015 804.5 0.015 0.071 803.8 0.019 
64 810.0 0.002 0.178 808.9 0.003 0.142 807.5 0.003 
65 873.7 0.001 0.014 873.4 0.001 0.017 873.9 0.002 
66 889.8 0.009 0.033 888.8 0.009 0.005 888.0 0.012 
67 894.2 0.010 0.022 893.2 0.007 0.023 892.7 0.015 
68 905.6 0.009 0.015 904.7 0.010 0.078 903.3 0.010 
69 907.9 0.003 0.050 906.6 0.005 0.094 905.6 0.005 
70 923.1 0.008 0.001 921.7 0.009 0.030 922.8 0.012 
71 925.8 0.004 0.018 924.3 0.006 0.097 923.7 0.003 
72 958.5 0.003 0.293 956.8 0.001 0.134 957.5 0.004 
73 960.9 0.013 0.055 959.5 0.019 0.118 959.3 0.011 
74 968.5 0.003 0.050 967.2 0.001 0.124 966.3 0.001 
75 970.0 0.002 0.082 969.4 0.003 0.065 968.5 0.005 
76 972.4 0.002 0.029 971.5 0.005 0.116 970.5 0.007 
77 974.7 0.002 0.124 973.9 0.003 0.020 973.6 0.004 
78 975.5 0.002 0.057 974.4 0.002 0.102 974.1 0.003 
79 1004.5 0.008 0.101 1003.5 0.010 0.009 1004.1 0.010 
80 1009.2 0.002 0.022 1008.7 0.002 0.102 1007.8 0.006 
81 1011.7 0.004 0.131 1011.2 0.006 0.027 1011.1 0.007 
82 1013.0 0.006 0.046 1012.2 0.003 0.083 1011.9 0.008 
83 1017.3 0.008 0.139 1016.9 0.010 0.037 1018.9 0.016 
84 1025.9 0.006 0.057 1026.0 0.007 0.077 1026.3 0.006 
85 1049.8 0.001 0.002 1049.3 0.002 0.016 1049.4 0.001 
86 1052.3 0.014 0.030 1051.8 0.012 0.042 1052.0 0.020 
87 1053.0 0.003 0.128 1052.3 0.003 0.004 1052.6 0.003 
88 1053.1 0.003 0.029 1052.4 0.001 0.060 1053.1 0.004 
89 1094.0 0.007 0.084 1093.6 0.007 0.052 1094.9 0.008 
90 1102.5 0.012 0.095 1101.8 0.015 0.030 1107.2 0.020 
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Mode vi@S1 S1-T1 S1-T2 vi@S1' S1'-T1 S1'-T2 vi@T1 T1-S1 
91 1123.6 0.009 0.045 1123.1 0.006 0.062 1122.0 0.015 
92 1124.9 0.002 0.115 1124.4 0.004 0.119 1125.3 0.008 
93 1143.5 0.002 0.073 1143.4 0.003 0.065 1144.6 0.003 
94 1164.9 0.001 0.080 1164.4 0.002 0.003 1165.2 0.005 
95 1168.6 0.001 0.073 1168.4 0.005 0.147 1168.0 0.001 
96 1170.5 0.001 0.104 1170.0 0.001 0.012 1169.5 0.003 
97 1170.8 0.002 0.036 1170.2 0.001 0.103 1169.6 0.001 
98 1181.2 0.002 0.066 1180.2 0.007 0.108 1180.6 0.011 
99 1181.6 0.004 0.133 1181.1 0.004 0.076 1181.5 0.008 
100 1211.2 0.007 0.010 1210.0 0.007 0.014 1204.4 0.010 
101 1244.3 0.017 0.133 1243.5 0.019 0.065 1246.5 0.032 
102 1247.3 0.029 0.037 1246.7 0.026 0.114 1246.8 0.027 
103 1259.8 0.001 0.087 1259.4 0.001 0.054 1260.1 0.004 
104 1274.6 0.007 0.108 1274.3 0.009 0.085 1273.2 0.006 
105 1302.3 0.001 0.027 1302.1 0.004 0.102 1302.0 0.007 
106 1312.8 0.008 0.100 1312.1 0.009 0.027 1314.5 0.014 
107 1340.3 0.013 0.067 1340.3 0.010 0.117 1339.5 0.016 
108 1340.5 0.005 0.073 1340.4 0.002 0.007 1340.6 0.002 
109 1345.7 0.012 0.169 1345.5 0.014 0.137 1343.2 0.010 
110 1365.8 0.004 0.251 1365.6 0.004 0.207 1368.9 0.006 
111 1390.2 0.003 0.081 1388.0 0.005 0.036 1392.9 0.007 
112 1400.9 0.029 0.091 1398.6 0.034 0.125 1397.7 0.044 
113 1407.0 0.006 0.167 1406.0 0.006 0.159 1403.5 0.002 
114 1412.8 0.009 0.078 1412.2 0.009 0.092 1407.5 0.012 
115 1423.1 0.038 0.021 1422.9 0.039 0.053 1422.3 0.055 
116 1431.3 0.004 0.187 1429.8 0.003 0.089 1428.2 0.006 
117 1457.6 0.012 0.050 1455.9 0.016 0.073 1454.1 0.026 
118 1471.2 0.009 0.155 1469.9 0.011 0.026 1472.0 0.015 
119 1478.5 0.009 0.075 1477.8 0.010 0.094 1478.2 0.014 
120 1501.4 0.017 0.059 1500.9 0.020 0.077 1500.4 0.023 
121 1509.0 0.001 0.115 1509.0 0.002 0.053 1506.9 0.003 
122 1516.9 0.004 0.106 1516.6 0.004 0.078 1515.5 0.007 
123 1525.3 0.010 0.049 1525.2 0.009 0.056 1523.6 0.056 
124 1527.7 0.006 0.096 1528.4 0.005 0.135 1524.2 0.009 
125 1531.3 0.048 0.124 1530.8 0.044 0.127 1525.4 0.076 
126 1555.9 0.003 0.051 1555.3 0.003 0.077 1554.5 0.004 
127 1567.2 0.063 0.146 1566.6 0.060 0.194 1559.4 0.079 
128 1596.7 0.006 0.030 1596.1 0.009 0.033 1590.0 0.005 
129 1639.6 0.007 0.108 1639.3 0.008 0.074 1641.1 0.012 
130 1642.9 0.003 0.083 1642.2 0.003 0.008 1644.9 0.008 
131 1649.5 0.003 0.061 1649.2 0.003 0.127 1650.3 0.014 
132 1658.2 0.024 0.084 1657.9 0.019 0.096 1657.5 0.018 
133 1659.7 0.004 0.103 1659.3 0.007 0.114 1659.9 0.012 
134 1660.4 0.002 0.130 1660.3 0.003 0.050 1660.3 0.003 
135 1678.9 0.002 0.054 1679.0 0.001 0.036 1677.8 0.001 
136 1711.4 0.040 0.016 1711.1 0.048 0.059 1707.7 0.061 
137 2295.4 0.003 0.038 2291.8 0.003 0.037 2294.2 0.003 
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Mode vi@S1 S1-T1 S1-T2 vi@S1' S1'-T1 S1'-T2 vi@T1 T1-S1 
138 2325.5 0.054 0.024 2322.3 0.048 0.005 2324.4 0.043 
139 3205.3 0.002 0.007 3205.9 0.001 0.005 3205.3 0.002 
140 3205.6 0.002 0.006 3206.0 0.001 0.006 3205.5 0.002 
141 3206.3 0.001 0.008 3206.6 0.001 0.001 3205.9 0.001 
142 3206.8 0.001 0.004 3206.8 0.002 0.006 3206.5 0.001 
143 3216.2 0.001 0.005 3216.4 0.001 0.017 3215.7 0.002 
144 3216.6 0.001 0.009 3216.7 0.001 0.009 3216.3 0.002 
145 3217.0 0.001 0.006 3217.4 0.001 0.016 3216.8 0.001 
146 3217.7 0.004 0.011 3217.8 0.002 0.061 3217.4 0.002 
147 3219.8 0.001 0.004 3221.9 0.001 0.003 3219.2 0.001 
148 3221.9 0.005 0.004 3223.8 0.005 0.008 3221.2 0.006 
149 3226.6 0.005 0.002 3226.6 0.001 0.003 3226.1 0.001 
150 3227.4 0.002 0.002 3226.7 0.002 0.012 3226.5 0.001 
151 3227.7 0.003 0.008 3227.5 0.001 0.003 3227.6 0.003 
152 3228.5 0.001 0.012 3227.8 0.006 0.018 3227.9 0.003 
153 3237.1 0.002 0.036 3237.9 0.001 0.024 3235.5 0.004 
154 3238.2 0.004 0.008 3238.8 0.005 0.022 3236.7 0.010 
155 3244.4 0.002 0.010 3244.1 0.001 0.015 3241.4 0.003 
156 3245.3 0.001 0.008 3245.8 0.001 0.050 3242.5 0.006 
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Fig. S10 Fragment-based analysis for the low-lying singlet and triplet state DFT/MRCI-
R2016 wavefunctions calculated at the S1’ and T2 minima of 2CzPN. 
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Fig. S11 DFT/MRCI-R2016 energies calculated at linear interpolated pathways (LIPs) 
between target electronic state minima of 2CzPN. Dashed lines correspond to triplet state 
PESs while continuum lines correspond to singlet states. Excitation energies calculated 
relative to the S0 state at its corresponding minimum. 
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Cartesian coordinates for the optimized structures 
S0 
H    -1.2257387    0.1246830   -0.0481976  
C    -0.4032055    0.0336602    0.6633205  
C     1.7260656   -0.1213609    2.4405020  
C     0.6542922   -0.8335650    0.3871090  
C    -0.4166625    0.8296167    1.8113968  
C     0.6617764    0.7367841    2.7280028  
C     1.7431403   -0.9037309    1.2853726  
H     2.5428169   -0.2039069    3.1597109  
C     0.6308074   -1.6191586   -0.8075789  
N     0.5913717   -2.2471982   -1.7806981  
C     2.8475989   -1.7783555    1.0400550  
N     3.7524441   -2.4796641    0.8602139  
N     0.6924641    1.4862300    3.9063718  
N    -1.4961556    1.6888287    2.0299134  
C    -0.3414348    1.5902477    4.8404237  
C    -2.0959952    2.1815983    6.8965180  
C    -0.0212479    2.6099766    5.7643485  
C    -1.5020497    0.8291131    4.9588971  
C    -2.3799431    1.1486920    5.9904438  
C    -0.9126617    2.9064817    6.7986217  
H    -1.7245872    0.0093737    4.2739010  
H    -3.3072166    0.5778926    6.0921521  
H    -0.6810850    3.6953504    7.5198412  
H    -2.8070377    2.4075351    7.6959940  
C     1.6871641    2.4125430    4.2376809  
C     3.2843075    4.4417452    5.2427558  
C     1.2727982    3.1329535    5.3815794  
C     2.8811921    2.7054118    3.5796686  
C     3.6731308    3.7268538    4.1004965  
C     2.0843038    4.1521694    5.8850237  
H     3.1898445    2.1667732    2.6804785  
H     4.6168196    3.9728154    3.6050942  
H     1.7737006    4.7190638    6.7671478  
H     3.9297922    5.2360450    5.6274353  
C    -2.8290768    1.2811228    2.1495966  
C    -5.5393909    0.9588229    2.6278782  
C    -3.6020954    2.3812952    2.5870037  
C    -3.3901239    0.0179578    1.9654304  
C    -4.7549230   -0.1252520    2.2078593  
C    -4.9683893    2.2128268    2.8227290  
H    -2.7885745   -0.8389559    1.6527443  
H    -5.2199123   -1.1051214    2.0663319  
H    -5.5769486    3.0548580    3.1642678  
H    -6.6081745    0.8135281    2.8071956  
C    -1.4135307    3.0433858    2.3624095  
C    -1.7663833    5.6833232    3.1118558  
C    -0.3120978    3.8952165    2.3218941  
C    -2.6991247    3.5038981    2.7245928  
C    -2.8706365    4.8372046    3.1056372  
C    -0.5043047    5.2164502    2.7147045  
H     0.6700323    3.5500011    1.9948086  
H    -3.8585619    5.2081076    3.3925982  
H     0.3496088    5.8997280    2.7095891  
H    -1.8836062    6.7274300    3.4149136 
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S0’ 
H     -0.01688060    0.54647780    3.39174190 
C     -0.48870760    1.00742570    2.52187820 
C     -1.61469890    2.21869600    0.29699210 
C     -1.30549550    2.12413960    2.69702860 
C     -0.21801680    0.48036690    1.25380610 
C     -0.80604330    1.09044490    0.11763960 
C     -1.87147740    2.74812350    1.56139790 
H     -2.08163230    2.67245170   -0.57927350 
C     -1.53883540    2.62884850    4.01542290 
N     -1.71574380    3.01819720    5.09261290 
C     -2.71593960    3.89616480    1.68857380 
N     -3.40056240    4.82799830    1.76732460 
N     -0.61294940    0.60199560   -1.17942830 
N      0.62998770   -0.62830140    1.15461160 
C     -0.16790110    1.36374520   -2.26389450 
C      0.71087240    2.40693100   -4.67936690 
C     -0.13465970    0.54429030   -3.41490050 
C      0.24958200    2.69558650   -2.30290120 
C      0.68438910    3.20374000   -3.52525730 
C      0.30722130    1.07646550   -4.62948990 
H      0.24452960    3.32717240   -1.41079810 
H      1.01157390    4.24618910   -3.58106870 
H      0.33784330    0.45219480   -5.52722720 
H      1.05597120    2.83649350   -5.62401100 
C     -0.89239730   -0.69152640   -1.63128700 
C     -1.32784080   -3.05478150   -3.01489390 
C     -0.60018840   -0.76451190   -3.01216640 
C     -1.43193720   -1.77667670   -0.94116210 
C     -1.63767850   -2.95721070   -1.65001800 
C     -0.81702860   -1.95998970   -3.70361030 
H     -1.69515730   -1.71515500    0.11642170 
H     -2.05208690   -3.82370140   -1.12643470 
H     -0.59436190   -2.02872550   -4.77238860 
H     -1.50038980   -3.99755120   -3.54165810 
C      1.80707400   -0.71094960    0.40428470 
C      4.20269160   -1.35188830   -0.83622920 
C      2.39098460   -1.98123290    0.61163620 
C      2.42443210    0.25527030   -0.38955670 
C      3.62314330   -0.08610500   -1.01009630 
C      3.59633090   -2.30075000   -0.02027610 
H      1.99803040    1.25120120   -0.52318630 
H      4.12033260    0.65371000   -1.64422660 
H      4.05765190   -3.28075700    0.13232890 
H      5.14471590   -1.58805310   -1.33912630 
C      0.46861050   -1.82498090    1.85918840 
C      0.56756470   -4.36693460    2.96548740 
C     -0.55996870   -2.21966280    2.71701120 
C      1.53600980   -2.69308700    1.53593880 
C      1.58123150   -3.97195670    2.09825900 
C     -0.49207710   -3.49842040    3.26623140 
H     -1.39774510   -1.55887160    2.95399760 
H      2.40198200   -4.65310840    1.85545490 
H     -1.28429090   -3.82780500    3.94502980 
H      0.59250650   -5.36373770    3.41464510 
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S1 
H    -0.4367595   -1.1876881   -3.3905492  
C     0.2530677   -1.4511440   -2.5864127  
C     2.0514475   -2.0895804   -0.5085810  
C     1.2269214   -2.4456267   -2.8145028  
C     0.1709539   -0.8022118   -1.3793565  
C     1.0876281   -1.1309800   -0.3167529  
C     2.1676151   -2.7702027   -1.7384257  
H     2.7332155   -2.3421878    0.3057614  
C     1.2741276   -3.0926863   -4.0654117  
N     1.2974511   -3.6138488   -5.1094978  
C     3.1737038   -3.7442069   -1.8961950  
N     4.0121544   -4.5490666   -2.0034144  
N     0.8643743   -0.4791853    0.9402775  
N    -0.7358187    0.2781785   -1.1245471  
C     0.0194135   -0.9621761    1.9163149  
C    -1.6875776   -1.4688584    4.0245699  
C    -0.2973949    0.0813026    2.8264468  
C    -0.5004696   -2.2533110    2.0529780  
C    -1.3522741   -2.4910298    3.1300848  
C    -1.1667692   -0.1752747    3.8779620  
H    -0.2307292   -3.0372237    1.3440598  
H    -1.7664011   -3.4909358    3.2745792  
H    -1.4396037    0.6118007    4.5842248  
H    -2.3625589   -1.6826710    4.8558546  
C     1.1511953    0.8417079    1.2144822  
C     1.3345477    3.4575849    2.0775686  
C     0.4268717    1.2525543    2.3650374  
C     1.9915892    1.7133479    0.5149643  
C     2.0677114    3.0285650    0.9650347  
C     0.5182821    2.5715359    2.7923880  
H     2.5747537    1.3585758   -0.3345962  
H     2.7075355    3.7373713    0.4362627  
H    -0.0392555    2.9161785    3.6660015  
H     1.4123139    4.4970468    2.4026720  
C    -1.8403218    0.2119015   -0.2997803  
C    -3.9615031    0.5645558    1.4315538  
C    -2.2368953    1.5259151    0.0638748  
C    -2.5123960   -0.9225153    0.1645559  
C    -3.5779324   -0.7227910    1.0381939  
C    -3.3020676    1.6981036    0.9398998  
H    -2.2177381   -1.9171956   -0.1695385  
H    -4.1199614   -1.5875837    1.4251351  
H    -3.6188439    2.6976970    1.2451424  
H    -4.7991083    0.6871333    2.1211862  
C    -0.4370108    1.6024538   -1.3601692  
C    -0.1764482    4.3465795   -1.4949292  
C     0.5779310    2.1339205   -2.1630695  
C    -1.3340049    2.4274127   -0.6298288  
C    -1.1897676    3.8069478   -0.6900427  
C     0.6858009    3.5216759   -2.2258188  
H     1.2437791    1.4755680   -2.7226342  
H    -1.8539601    4.4648472   -0.1254878  
H     1.4590314    3.9709913   -2.8522098  
H    -0.0624161    5.4308404   -1.5563266 
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S1’ 
H    -0.7583505    0.5843402   -0.4201523  
C    -0.1081312    0.2789935    0.4030996  
C     1.5318661   -0.5262716    2.5516938  
C     0.8355783   -0.7470661    0.1875351  
C    -0.2320179    0.8839248    1.6296235  
C     0.6092158    0.4756968    2.7263485  
C     1.6784764   -1.1744856    1.3074393  
H     2.1756016   -0.8215004    3.3836395  
C     0.9363631   -1.3348295   -1.0892261  
N     1.0000037   -1.8080280   -2.1542543  
C     2.6312096   -2.2041647    1.1736693  
N     3.4283077   -3.0522335    1.0862081  
N     0.4893419    1.2359308    3.9356083  
N    -1.2403772    1.8570011    1.9308413  
C    -0.5585561    1.1546834    4.8292408  
C    -2.5566694    1.4743492    6.7087995  
C    -0.5731094    2.3164141    5.6459879  
C    -1.5096043    0.1386612    4.9656326  
C    -2.5095525    0.3196237    5.9179209  
C    -1.5842678    2.4757333    6.5862504  
H    -1.4464781   -0.7658592    4.3593391  
H    -3.2707902   -0.4540047    6.0471139  
H    -1.6256960    3.3674317    7.2178294  
H    -3.3566974    1.5885395    7.4451642  
C     1.1971472    2.3916509    4.1860168  
C     2.2558490    4.8089177    4.9960925  
C     0.5703173    3.1128831    5.2368212  
C     2.3477554    2.8606938    3.5434370  
C     2.8726334    4.0781154    3.9740206  
C     1.0996232    4.3341803    5.6324285  
H     2.8138837    2.2790789    2.7455450  
H     3.7786692    4.4682002    3.5027446  
H     0.6299411    4.9178282    6.4288439  
H     2.6855249    5.7646038    5.3084340  
C    -2.4933313    1.5379680    2.4081308  
C    -5.0056307    1.3515831    3.5370169  
C    -3.0869900    2.6905640    2.9880103  
C    -3.1430353    0.2994973    2.3801071  
C    -4.4149921    0.2286441    2.9460975  
C    -4.3457147    2.5889237    3.5654360  
H    -2.6661380   -0.5670931    1.9178290  
H    -4.9570816   -0.7205969    2.9298017  
H    -4.8208651    3.4563858    4.0314332  
H    -6.0015428    1.2649869    3.9798442  
C    -1.0157210    3.2022447    2.1376896  
C    -0.9623432    5.8681729    2.8567446  
C     0.1012460    3.9636359    1.7796307  
C    -2.1250636    3.7658903    2.8222694  
C    -2.0909073    5.1064185    3.1876259  
C     0.1093998    5.3053040    2.1527671  
H     0.9176854    3.5176637    1.2102421  
H    -2.9262926    5.5608542    3.7274274  
H     0.9693095    5.9273641    1.8916037  
H    -0.9243937    6.9238537    3.1385423 
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S2 
H    -0.7931883    0.6667337   -0.3434750  
C    -0.1383779    0.3690719    0.4794047  
C     1.4599632   -0.4559566    2.6275915  
C     0.8033725   -0.6540941    0.2607800  
C    -0.2976850    0.9697604    1.7075240  
C     0.5608146    0.5697364    2.8115416  
C     1.6095985   -1.1099692    1.3900147  
H     2.1089934   -0.7451915    3.4580104  
C     0.9204780   -1.2244533   -1.0237448  
N     0.9972656   -1.6843525   -2.0930864  
C     2.5452069   -2.1583397    1.2693354  
N     3.3277783   -3.0199797    1.1913866  
N     0.5853987    1.3653384    3.9893895  
N    -1.4004791    1.8284606    1.9668870  
C    -0.3707992    1.3797454    4.9657356  
C    -2.1047716    1.8472114    7.0606633  
C    -0.1144617    2.4573657    5.8661949  
C    -1.4757612    0.5278829    5.1163805  
C    -2.3374307    0.7799806    6.1716556  
C    -0.9944543    2.6861867    6.9173533  
H    -1.6438099   -0.2932407    4.4185043  
H    -3.2141075    0.1426617    6.3134798  
H    -0.8290201    3.5089815    7.6180137  
H    -2.8069120    2.0218813    7.8804742  
C     1.4912815    2.3980068    4.2319517  
C     2.9851427    4.5547094    5.0925209  
C     1.0927765    3.1037846    5.3903840  
C     2.6314059    2.7358761    3.5088857  
C     3.3711484    3.8321653    3.9567773  
C     1.8473895    4.1933990    5.8207123  
H     2.9261602    2.1634578    2.6265104  
H     4.2719393    4.1265581    3.4110833  
H     1.5588986    4.7559290    6.7130527  
H     3.5878276    5.4060238    5.4201316  
C    -2.6972953    1.3950229    2.2426770  
C    -5.3478044    1.0106457    2.9142077  
C    -3.4790981    2.4989153    2.6539361  
C    -3.2192304    0.1088191    2.1413776  
C    -4.5600143   -0.0664914    2.4895630  
C    -4.8158053    2.3012796    2.9946299  
H    -2.5974587   -0.7239556    1.8052313  
H    -5.0023399   -1.0643833    2.4229607  
H    -5.4407005    3.1390892    3.3164581  
H    -6.3958287    0.8415407    3.1756929  
C    -1.3335155    3.1778238    2.1742603  
C    -1.6455868    5.8469128    2.8012858  
C    -0.2282362    4.0292174    2.0241051  
C    -2.6031571    3.6535456    2.6207497  
C    -2.7502876    4.9991697    2.9360046  
C    -0.4025590    5.3653257    2.3471314  
H     0.7286542    3.6412235    1.6730435  
H    -3.7081848    5.3907403    3.2885483  
H     0.4398465    6.0553815    2.2518651  
H    -1.7483838    6.9061712    3.0522832 
  



26 

T1 
H    -0.5081960   -1.2917378   -3.3462221  
C     0.2246134   -1.5083175   -2.5652706  
C     2.1009413   -2.0593690   -0.5335232  
C     1.2191541   -2.4770133   -2.8074954  
C     0.1616633   -0.8352636   -1.3688399  
C     1.1192465   -1.1201124   -0.3275467  
C     2.1925078   -2.7667970   -1.7491984  
H     2.8258485   -2.2658284    0.2573706  
C     1.2517531   -3.1360673   -4.0526104  
N     1.2566500   -3.6697933   -5.0904621  
C     3.2089123   -3.7289992   -1.9133921  
N     4.0601016   -4.5193645   -2.0269131  
N     1.0171666   -0.3427331    0.8685264  
N    -0.8610491    0.1151990   -1.0597963  
C    -0.0117350   -0.4392814    1.7855123  
C    -1.9680637   -0.1577703    3.7141287  
C    -0.0381278    0.7288870    2.5900785  
C    -0.9263178   -1.4819768    1.9590857  
C    -1.9069529   -1.3196104    2.9355469  
C    -1.0284204    0.8692133    3.5556826  
H    -0.8498989   -2.3930650    1.3638583  
H    -2.6404341   -2.1145169    3.0931934  
H    -1.0767469    1.7647166    4.1812322  
H    -2.7515841   -0.0574338    4.4699256  
C     1.7025054    0.8316880    1.0942459  
C     2.6991204    3.2943501    1.8460416  
C     1.0761732    1.5487923    2.1488438  
C     2.8218497    1.3291454    0.4184707  
C     3.3153838    2.5688695    0.8187460  
C     1.5744781    2.7923252    2.5151800  
H     3.2871176    0.7541791   -0.3847696  
H     4.1953215    2.9825941    0.3189542  
H     1.1012252    3.3730437    3.3115709  
H     3.1045725    4.2682090    2.1337339  
C    -2.0999960   -0.2127356   -0.5524062  
C    -4.5756321   -0.4142051    0.6535310  
C    -2.6992054    0.9437228    0.0147416  
C    -2.7265707   -1.4630545   -0.5280052  
C    -3.9791459   -1.5422283    0.0769384  
C    -3.9394375    0.8346582    0.6299609  
H    -2.2454825   -2.3345404   -0.9765192  
H    -4.5013624   -2.5022634    0.1047117  
H    -4.4154781    1.7052709    1.0889691  
H    -5.5565780   -0.5082994    1.1272565  
C    -0.6547118    1.4698251   -0.8861952  
C    -0.6407573    4.1564731   -0.2470669  
C     0.4371227    2.2423079   -1.2926883  
C    -1.7596381    2.0307058   -0.1950904  
C    -1.7460752    3.3823197    0.1294152  
C     0.4265487    3.5947126   -0.9579648  
H     1.2483855    1.7971226   -1.8704152  
H    -2.5813232    3.8363090    0.6696717  
H     1.2676480    4.2254224   -1.2568260  
H    -0.6194062    5.2205146    0.0031982 
  



27 

T2 
H    -0.5470791   -1.2278405   -3.2780222  
C     0.1879853   -1.4364253   -2.4966040  
C     2.0401660   -1.9823610   -0.4749429  
C     1.1833104   -2.4005668   -2.7450537  
C     0.0913388   -0.7629102   -1.2996869  
C     1.0729926   -1.0268698   -0.2573875  
C     2.1410784   -2.6966977   -1.6838283  
H     2.7694271   -2.1811314    0.3144404  
C     1.2159773   -3.0571026   -3.9923040  
N     1.2222609   -3.5916729   -5.0293151  
C     3.1639045   -3.6546065   -1.8392289  
N     4.0205329   -4.4391460   -1.9484242  
N     1.0895690   -0.2300662    0.9167007  
N    -1.0053149    0.0981003   -1.0356233  
C     0.1113719   -0.2083368    1.8740382  
C    -1.6605011    0.2693535    3.9331143  
C     0.3745136    0.8457381    2.7972869  
C    -1.0103538   -1.0414545    1.9910146  
C    -1.8939538   -0.7816931    3.0280201  
C    -0.5246923    1.0814048    3.8297413  
H    -1.1743199   -1.8590173    1.2881743  
H    -2.7849200   -1.4046167    3.1424534  
H    -0.3542472    1.8870982    4.5488469  
H    -2.3773781    0.4506551    4.7385968  
C     2.0224261    0.7657181    1.2037925  
C     3.5514319    2.8660042    2.1405188  
C     1.6151077    1.4612886    2.3661948  
C     3.1839801    1.0930751    0.5092200  
C     3.9419497    2.1591833    0.9965767  
C     2.3875423    2.5212907    2.8348775  
H     3.4817210    0.5373583   -0.3826745  
H     4.8600123    2.4428592    0.4747173  
H     2.0912492    3.0761953    3.7293994  
H     4.1688565    3.6939739    2.4989164  
C    -2.3193724   -0.3120893   -0.8130049  
C    -4.9951159   -0.6504694   -0.2182153  
C    -3.0889963    0.8010964   -0.4014395  
C    -2.8646339   -1.5866291   -0.9431192  
C    -4.2180409   -1.7380137   -0.6355922  
C    -4.4376698    0.6266905   -0.1003202  
H    -2.2518927   -2.4302011   -1.2686542  
H    -4.6782299   -2.7257212   -0.7271064  
H    -5.0521630    1.4715012    0.2232328  
H    -6.0533361   -0.8011807    0.0116824  
C    -0.9171764    1.4439579   -0.8024490  
C    -1.1873272    4.1045796   -0.1266843  
C     0.2054182    2.2758766   -0.9201653  
C    -2.1866878    1.9364043   -0.3794455  
C    -2.3131443    3.2770879   -0.0377722  
C     0.0525621    3.6088435   -0.5690761  
H     1.1583634    1.8806513   -1.2736162  
H    -3.2713673    3.6820080    0.2983589  
H     0.9099226    4.2834663   -0.6379608  
H    -1.2748576    5.1598597    0.1460012  
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ABSTRACT: Heptazine derivatives are promising dopants for
electroluminescent devices. Recent studies raised the question
whether heptazines exhibit a small regular or an inverted singlet−
triplet (IST) gap. It was argued that the S1 ← T1 reverse
intersystem crossing (RISC) is a downhill process in IST emitters
and therefore does not require thermal activation, thus enabling
efficient harvesting of triplet excitons. Rate constants were not
determined in these studies. Modeling the excited-state properties
of heptazine proves challenging because fluorescence and
intersystem crossing (ISC) are symmetry-forbidden in first order.
In this work, we present a comprehensive theoretical study of the
photophysics of heptazine and its derivative HAP-3MF. The
calculations of electronic excitation energies and vibronic coupling
matrix elements have been conducted at the density functional theory/multireference configuration interaction (DFT/MRCI) level
of theory. We have employed a finite difference approach to determine nonadiabatic couplings and derivatives of spin−orbit
coupling and electric dipole transition matrix elements with respect to normal coordinate displacements. Kinetic constants for
fluorescence, phosphorescence, internal conversion (IC), ISC, and RISC have been computed in the framework of a static approach.
Radiative S1 ↔ S0 transitions borrow intensity mainly from optically bright E′ π → π* states, while S1 ↔ T1 (R)ISC is mediated by
E″ states of n → π* character. Test calculations show that IST gaps as large as those reported in the literature are counterproductive
and slow down the S1 ← T1 RISC process. Using the adiabatic DFT/MRCI singlet−triplet splitting of −0.02 eV, we find vibronically
enhanced ISC and RISC to be fast in the heptazine core compound. Nevertheless, its photo- and electroluminescence quantum
yields are predicted to be very low because S1 → S0 IC efficiently quenches the luminescence. In contrast, fluorescence, IC, ISC, and
RISC proceed at similar time scales in HAP-3MF.

■ INTRODUCTION

Organic light-emitting diodes (OLEDs), which are based on
thermally activated delayed fluorescence (TADF), require the
singlet−triplet splitting ΔEST to be not too large versus thermal
energy. If the spin−orbit coupling (SOC) strength is sufficient,
S1 ← T1 reverse intersystem crossing (RISC) may compete
against nonradiative deactivation of the triplet state at room
temperature and triplet excitons can be harvested in addition
to the singlet excitons.1

The energy difference ΔEST between a singlet and triplet-
coupled open-shell configuration depends on the exchange
interaction of the unpaired electrons. This interaction is small
when the density distributions of the orbitals involved in the
excitation do not overlap substantially. Typically, this require-
ment is fulfilled by charge-transfer (CT) states of donor−
acceptor compounds whose unpaired electrons are spatially far
apart. Very small singlet−triplet splittings can also be achieved
in molecular systems where the electron density distributions
in the half-occupied orbitals peak at different atoms and hence

are disjunct. Such a situation occurs, for example, in
electronically excited nonalternant conjugated hydrocarbons,
with pentalene and azulene as well-known representatives.2−4

One might therefore suppose that, in addition to donor−
acceptor compounds, organic molecules with disjunct π-
electron distributions in the highest occupied molecular orbital
(HOMO) and the lowest unoccupied molecular orbital
(LUMO) are well-suited dopants for TADF-based OLEDs.
Unfortunately, the spatial overlap of the electron density
distributions in the initial and final states plays a decisive role
for the magnitudes of the electronic SOC and the electric
dipole transition moment as well. The electronic couplings are
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typically very small in CT compounds, but vibronic
interactions with nearby locally excited states can enhance
(R)ISC and fluorescence rate constants appreciably.5,6

Very recently, triangle-shaped compounds with inverted
singlet−triplet (IST) gap such as cycl[3.3.3]azine or heptazine
(1,3,4,6,7,9,9b-heptaazaphenalene) and derivatives thereof
were proposed as promising molecular OLED emitters for
efficient triplet harvesting.7−9 It was argued that the S1 ← T1
RISC is a downhill process in IST emitters due to the inversion
of the energy gap and therefore does not require thermal
activation. Indeed, heptazine-based π-conjugated materials
such as HAP-3MF (2,5,8-tris(4-fluoro-3-methylphenyl)-
1,3,4,6,7,9,9b-heptaazaphenalene) have been used as OLED
emitters with high triplet harvesting capabilities.10−15 Un-
fortunately, an experimental value for its ΔEST was not
reported. One peculiarity of HAP-3MF is the spatial
orientation of the peripheral substituents in relation to the
heptazine core. In contrast to most organic CT emitters, their
π-systems are not perpendicular or twisted but co-planar.
The frontier molecular orbitals of heptazine and HAP-3MF

are π orbitals with spatially disjunct electron density
distributions (Figure 1). Therefore, one might expect ΔEST

in the HOMO → LUMO excited S1 and T1 states to be small,
but not negative. The inversion of the regular order of open-
shell singlet and triplet states with equal orbital occupation can
be brought about by spin polarization.2,16 In spin-restricted
calculations, the effect only shows up in wavefunction-based
excited-state correlation methods such as ADC(2), CC2,
EOM-CCSD, or CASPT2, which explicitly include doubly
excited configurations or if double-hybrid functionals are
employed in time-dependent density functional theory
(TDDFT).7,8,17,18 The combined density functional theory
(DFT) and multireference configuration interaction (MRCI)
method,19,20 utilized in this work, has this capability as well. In
contrast, conventional TDDFT using a frequency-independent
kernel yields a regular singlet−triplet energy splitting.18

Irrespective of the question whether the triangle-shaped π-
chromophores are TADF or IST systems, a problem arises in
the highly symmetric cyclazine, heptazine, and HAP-3MF
systems because their S1−T1 spin−orbit and S1−S0 electric
dipole couplings vanish due to point-group symmetry selection

rules in Franck−Condon (FC) approximation. One way to lift
the restrictions on the electric dipole coupling is the
asymmetric substitution of the azaphenalene core, which was
shown to result in small but non-negligible oscillator strengths
for the S1 → S0 emissions.8 Still, the S1−T1 SOC and hence the
(R)ISC processes remain forbidden in first order, even in those
compounds. For ISC and RISC between a singlet and triplet
state with equal orbital occupation to occur, the inclusion of
spin−vibronic interactions is mandatory.6 In the present work,
we therefore move past the FC approximation and investigate
the details of the radiative and nonradiative transitions by
explicitly including vibronic interactions in our model,
employing Herzberg−Teller (HT) expansions of the electric
dipole couplings for absorption and emission, HT expansions
of the spin−orbit coupling matrix elements (SOCMEs) for
ISC and RISC, and nonadiabatic coupling matrix elements of
the S1 and S0 potentials to get an estimate of the internal
conversion (IC) rate constants.

■ COMPUTATIONAL METHODS

Ground- and excited-state geometries were optimized using
the DFT and TDDFT methods, respectively, implemented in
TURBOMOLE.21 For triplets, the Tamm−Dancoff approx-
imation (TDDFT-TDA)22 was employed in addition.
Throughout, the PBE0 density functional23,24 was used in
combination with a valence triple zeta basis set with
polarization functions (TZVP).25 Stationary points were
verified to be minima by frequency analyses performed with
GAUSSIAN.26 To account for systematic errors, the harmonic
frequencies were scaled by 0.9944.27

Note that TDDFT methods were employed solely for the
optimization of the nuclear coordinates and the vibrational
frequencies of the potentials. In these calculations, the full
point-group symmetry, namely, D3h (heptazine) and C3h

(HAP-3MF), was applied. The electronic excitation energies
of 20 singlet and triplet states as well as all coupling matrix
elements were based on MRCI wavefunctions utilizing the
DFT/MRCI method19,20 in conjunction with the R2016
Hamiltonian.28 For heptazine, we used the standard parameter
set with a selection threshold of 1.0 Eh and an initial active
space of double excitations of 12 electrons in 10 orbitals. The
short parameter set paired with a selection threshold of 0.8 Eh

and an initial active space of single excitations of 20 electrons
in 20 orbitals was used for HAP-3MF. Due to technical
reasons, the DFT/MRCI calculations were performed in the
Abelian subgroups C2v and Cs.
The DFT/MRCI wavefunctions were employed to compute

SOCMEs with the spin−orbit coupling kit (SPOCK).29,30

SPOCK uses an effective one-electron spin−orbit mean-field
Hamiltonian31 in conjunction with the atomic mean-field
integral (AMFI)32 approximation. Phosphorescence rate
constants were computed at the level of quasi-degenerate
perturbation theory.
Vibronic contributions to the ISC (Ô = ĤSO) and electric

dipole transitions (Ô = μ̂) between an initial molecular state
ΨIa and a set of final molecular states ΨFb were treated within
the HT approximation,33 where the coupling matrix element is
expanded about a reference point (Q0) as a function of the
normal mode coordinates Qk.

Figure 1. Frontier molecular orbitals of heptazine (top) and HAP-
3MF (bottom).
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Herein, ψI and ψF denote the electronic parts and υIa and υFb
denote the vibrational parts of the molecular wavefunctions.
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were taken into account. The gradients of the matrix elements
and the derivative couplings were obtained by distorting the
nuclear framework along dimensionless normal modes using a
step size of 0.5 units, utilizing averaged two-point finite
difference techniques.34,35 The phases of these gradients are
arbitrary and need to be aligned properly by relating the phases
of the molecular orbitals and of the DFT/MRCI wavefunctions
to a reference calculation as performed in earlier work.36

Evaluation of nonradiative rate constants in the energy domain
according to

k O E E
2

( )
b

nr Fb Ia
2

Fb Ia∑π δ=
ℏ

|⟨Ψ | ̂|Ψ ⟩| −
(3)

is not practicable for molecules as large as those investigated
here because the density of vibrational states is too high. A way
to avoid the explicit summation over all final vibrational states
b is to transform Fermiʼs golden rule into the Heisenberg
picture. To this end, the Dirac δ function is expressed as the
Fourier integral

E E e t( )
1

2
di E E

Fb Ia
( )/Fb Ia∫δ

π
− =

−∞

+∞
− ℏ

(4)

In the harmonic oscillator approximation, analytical expres-
sions for the generating functions of ISC and IC rate
transitions including a Duschinsky transformation of the
respective normal coordinates can be derived.35,37−42 In the
VIBES program, correlation functions were implemented,
which use the normal coordinates of the initial state as a
common basis for evaluating the FC factors and the nuclear
coupling terms.35,40−42 ISC, RISC, and IC rate constants are
then obtained by numerically integrating the resulting
correlation functions in the time domain. A further advantage
of the Fourier transform approach is that it is easily extended
to include temperature effects by assuming a Boltzmann
population of the vibrational levels in the initial electronic
state.35,41,42 To speed up the numerical integration, a Gaussian
damping function is introduced. The width of the damping
function, the integration interval, and the number of grid
points are technical parameters that have to be chosen with
great care. For ISC and RISC rate constants, we used an
integration time of 25 ps, a grid of 216 points, and a damping of
1 cm−1 full width at half-maximum (FWHM). Because of the
higher fluctuation of the correlation function of the S1 → S0
IC, the number of grid points was increased to 218 (heptazine)
and 219 (HAP-3MF) in the evaluation of IC rate constants. To

make sure that the calculated rate constants are converged, the
width of the damping function was varied between 0.1 and 10
cm−1. For the weaker damping functions, the integration
parameters had to be adapted. Technical details of these
calculations are given in the Supporting Information, where
also the shapes of the correlation functions are displayed.
Vibrationally resolved spectra were obtained with the
VIBES40,41 program at 300 K with an integration time of
300 fs, a grid of 214 points, and a Gaussian damping function of
50 cm−1 FWHM. Additional calculations were performed for
stronger damping functions with 100 and 200 cm−1 FWHM.
HT fluorescence rate constants were computed by integrating
the HT spectrum IHT(ω).43,44 Since the spectral density S(ω)
is not properly normalized in the VIBES program, it has to be
renormalized making use of the closure relation for the FC
spectral density SFC(ω).
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■ RESULTS AND DISCUSSION
We find heptazine and HAP-3MF to be D3h and C3h
symmetric, respectively, in their electronic ground states.
TDDFT lowers the symmetry in the first excited singlet and
triplet states. At this level of theory, the D3h and C3h structures
represent first-order transition states where the minima are
reached by lifting the central nitrogen atom out of the
heptazine core plane, thus breaking the horizontal mirror plane
in the process. In contrast, scans along the imaginary frequency
mode at the DFT/MRCI level show minima at the higher-
symmetry points. Therefore, we will concentrate on the D3h-
and C3h-symmetric structures in our analysis. The frequency of
the imaginary mode was approximated by its harmonic force
constant fitted to the curvature of the outer branches of a
TDDFT scan along the normal mode. The fits yield
frequencies of 131 cm−1 for the S1 state and 178 cm−1 for
the T1 state in heptazine. For HAP-3MF, we obtained 232 and
253 cm−1, respectively.
Electronic excitation energies of heptazine and HAP-3MF

and the oscillator strengths of the electric dipole-allowed
transitions at the ground-state and first excited-state geo-
metries are given in Tables S1−S6, respectively. Difference
densities illustrating the characters of the most important
excited states are displayed in Figures 2 and S1−S6. They
reveal that the S1 and T1 states originate from π → π*
excitations shifting electron density from the nitrogen atoms
on the rim of the heptazine ring to the carbon atoms and the
central nitrogen atom. In HAP-3MF, additionally, small CT
contributions are visible, moving electron density from the
heptazine core to π orbitals on the phenyl rings. This is
remarkable because heptazine is typically considered an
electron acceptor, not a donor. Substantial CT from the
peripheral substituents to the heptazine core is observed in the
optically very bright E′-symmetric S2 state, which lies about 0.9
eV above the S1 state in HAP-3MF and has the proper
symmetry to lend intensity to the electric dipole-forbidden S1−
S0 transitions via vibronic coupling.
In our DFT/MRCI calculations, the S1 and T1 states (A2′) of

heptazine are located vertically at 2.59 and 2.60 eV,
respectively, at the D3h-symmetric ground-state geometry,
corroborating the inversion of the typical singlet−triplet order
reported by Sobolewski, Domcke, and co-workers9,17 in
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principle. The highest-intensity peaks in the absorption
spectrum of heptazine (Figure 3) correspond to E′-symmetric
π → π* transitions to the S4 state at 4.32 eV (287 nm) and to
the S10 state at 5.73 eV (216 nm). Besides the bright π → π*
states, we find dark n → π* states, which are of particular
interest for vibronically enhanced ISC. In heptazine, the lowest
n→ π* states are the A1″-symmetric T3 and S2 states, located at
3.76 and 3.86 eV, respectively. Their leading configuration is
the HOMO-1 → LUMO excitation. The HOMO-2 → LUMO
and HOMO-3 → LUMO excitations together form the lowest
E″-symmetric triplet (T4) and singlet (S3) states, which are
essential promotors of the symmetry-forbidden S1 ↔ T1 ISC
and RISC as will become apparent below. Interactions of the n
orbitals with the peripheral ligands lead to a blue shift of the
corresponding n→ π* states by about 0.20 eV in HAP-3MF in
comparison to heptazine. Comparing the difference densities
of the bright states in heptazine and HAP-3MF reveals that the
S4 state in heptazine corresponds to the S8 state in HAP-3MF,
which is slightly red-shifted due to the extension of the π

system. Additional π → π* CT states appear in the low-energy
region of the HAP-3MF spectrum, of which the S2 ← S0
transition is the brightest. Compared to the experimental UV−
vis spectrum with maximum at 331 nm in toluene solution,13

the calculations underestimate the excitation energy of the first
intense CT band by about 0.15 eV, whereas the position of the
first very weak absorption band matches its experimental
counterpart perfectly (Figure 3). Due to its low oscillator
strength, Li et al. assigned an n→ π* excitation to this S1 ← S0
transition, at variance with our results. We find the S1 and T1
states (A′) to have π → π* character, in accordance with the
results of the ADC(2) calculations by Sobolewski and
Domcke.9 Symmetry selection rules forbid absorption into
the S1 state in FC approximation, but vibrations of E′ (A2′ ⊗
Evib′ = E′[x, y]) and A1″ (A2′ ⊗ A1,vib″ = A2″[z]) can break the
symmetry constraints and render the vibronic transition weakly
allowed. The gradients of the dipole transition moments
(Table S16) show that mainly E′ normal modes in the
wavenumber range between approximately 1400 and 1700
cm−1 drive the absorption by borrowing intensity from the
bright E′ states. The vibrational progression in the HT
absorption spectrum is in good agreement with the
experimentally resolved vibrational fine structure of the S1 ←
S0 transition, thus lending support to our computational
model.
Geometry relaxation in the excited states of heptazine and

HAP-3MF entails only small changes in the vertical excitation
energies, due to the strong geometric constraints imposed by
the annelated rings. We find the S1 and T1 states adiabatically
at 2.50 and 2.52 eV, respectively, in heptazine and at 2.66 and
2.65 eV, respectively, in HAP-3MF. Thus, the small energy gap
and the singlet−triplet order found at the ground-state nuclear
arrangement are maintained upon geometry relaxation. Zero-
point vibrational energy (ZPVE) corrections change the
picture and restore the typical singlet−triplet order of the S1
and T1 states. In our computational setup, the first vibrational
level of the S1 state of heptazine is located 0.06 eV above the
vibrational ground state of the T1 state in the D3h symmetry. A
similar energy separation of the zero vibrational levels (0.07
eV) of the S1 and T1 potentials is obtained for HAP-3MF in
the C3h symmetry. As we will see below, the question whether
heptazines are IST or TADF systems plays a minor role for the
interconversion of their singlet and triplet populations.

Figure 2. Differences of the electron density distributions in the S1
and T1 states of heptazine (top) and HAP-3MF (bottom) with regard
to the density distribution in the respective S0 states. Areas losing
electron density upon excitation from the electronic ground state are
shown in dark red, and areas gaining electron density are shown in
violet.

Figure 3. Absorption and emission spectra of heptazine (left) and HAP-3MF (right). Vibronic spectra were computed only for the S1 absorption
(black) and emission (orange) transitions. Their HT spectra are not drawn to scale but were normalized separately. The spectral lines of the
electric dipole-allowed electronic transitions in the shorter-wavelength regime (blue) were broadened with Gaussian functions of 1000 cm−1

FWHM. Digitized experimental spectra were read from Figure 2 of an article by Li et al.,13 where the S1 absorption intensity was magnified by a
factor of 100. The measurements were conducted in toluene by these authors, while our computational results are obtained in vacuum.
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Application of heptazine and its derivatives in OLEDs
requires an efficient luminescence of the emitter in conjunction
with fast (R)ISC to harvest all possible singlet and triplet
excitons. However, direct ISC and RISC are forbidden by
symmetry selection rules. S1 and T1 exhibit A2′ spatial
symmetry in heptazine, and there is no component of the
angular momentum operator coupling these states, as z

̂ is A2′
symmetric and x

̂ and y
̂ transform according to the E″

irreducible representation. For ISC to be fast, El-Sayedʼs
rules6,45 need to be satisfied, which requires states to be singly
excited with respect to each other and to involve a change of
orbital type. Both requirements appear to be fulfilled for states
of n → π* type. HOMO, HOMO-1, HOMO-2, and HOMO-3
are MOs with large contributions from 2p atomic orbitals on
the outer ring of N atoms. While HOMO is a linear
combination of 2pz orbitals perpendicular to the molecular
plane (Figure 1), HOMO-1, HOMO-2, and HOMO-3 are
linear combinations of in-plane 2px and 2py orbitals on the
same centers (Figure 4). In the local one-particle picture
underlying El-Sayedʼs rule, 2pz and 2px or 2py can strongly
interact via the angular momentum operators contained in

SO
̂ . A closer look at the character table of D3h reveals,

however, that the local contributions to the orbital angular
momentum coupling matrix element of HOMO-1 and HOMO

cancel each other because HOMO is of A1″ symmetry, HOMO-
1 transforms according to A2′ and their direct product
representation A1″ ⊗ A2′ = A2″ does neither contain A2′ nor

E″, which are the proper irreducible representations for ̂ . In
contrast, the orbital angular momentum coupling between
HOMO and HOMO-2 or HOMO-3 is symmetry-allowed, and

so are T S4 SO 1⟨ | ̂ | ⟩, T T4 SO 1⟨ | ̂ | ⟩, and S T3 SO 1⟨ | ̂ | ⟩.
Vibrational SOC is therefore solely promoted by E″-

symmetric modes in heptazine (Tables S9 and S10). For
HAP-3MF, the mutual SOC between S1 and T1 is symmetry-
allowed in principle but vanishes at the minima. Irrespective of
the molecular point-group symmetry, SOCMEs between
orbitally nondegenerate singlet and triplet states with equal
orbital occupations are zero because the angular momentum
operator has purely imaginary cartesian components.46 Non-
vanishing SOC between them can only be brought about by
multiconfiguration effects or by spin−vibronic interactions. In
HAP-3MF, the HOMO-7 → LUMO excitation gives rise to
the A″-symmetric S3 and T7 states, which do not interact with
S1 and T1 via SOC, whereas the E″-symmetric S6 and T8 states,
dominated by the HOMO-8 → LUMO and HOMO-9 →
LUMO excitations, have the appropriate spatial symmetry. It is
therefore not surprising that the largest SOCME gradients arise
along E″-symmetric distortions of the nuclear framework

Figure 4. Nonbonding lone-pair molecular orbitals of heptazine (top) and HAP-3MF (bottom).

Figure 5. Rate constants for S1 ↔ T1 (R)ISC in heptazine (left) and HAP-3MF (right) computed in HT approximation for various singlet−triplet
energy gaps ΔEST. The scan of the energy splitting was performed with a resolution of 0.001 eV for heptazine and of 0.005 eV for HAP-3MF. A
negative ΔEST value indicates that the triplet state is located adiabatically above the singlet state. For 0−0 energies, ZPVE energy corrections (+0.08
eV for heptazine, +0.06 eV for HAP-3MF) have to be added.
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(Tables S18 and S19). We obtain ISC and RISC rate constants
of kISC = 1 × 107 s−1 and kRISC = 3 × 106 s−1 for heptazine at
300 K. Somewhat smaller but still sizeable rate constants of
kISC = 7 × 106 s−1 and kRISC = 3 × 105 s−1 are determined for
HAP-3MF at 300 K if our computed S1−T1 energy separation
is employed.
The ISC and RISC rate constants do hardly change if the

technical parameters for their evaluation are varied (Tables
S21 and S22), but they are sensitive with respect to the energy
separation between the initial and final states. Because the
magnitude of our adiabatic DFT/MRCI singlet−triplet gap
(−0.02 eV) differs markedly from values reported in various
other theoretical works,8,9,17,18 we recomputed the HT R(ISC)
rate constants for ΔEST values ranging from 0 to −0.24 eV.
The results of these scans are displayed in Figure 5. The ISC
and RISC transition probabilities peak at several maxima
indicating energies, where the S1 and T1 vibrational wave-
functions optimally overlap. The scans also show that a large
negative singlet−triplet energy gap is not necessarily favorable
for a spin population transfer between the T1 and S1 states of
heptazine: The constants decrease to kISC = 3 × 102 s−1 and
kRISC = 5 × 105 s−1 if the ADC(2) value (−0.24 eV), reported
by Sobolewski and Domcke,9 is employed. In HAP-3MF, the
optimum for the interconversion of singlet and triplet
population lies at ΔEST = −0.06 eV.
Emission from the S1 state follows the same selection rules

as the absorption and is therefore enhanced vibronically by the
same normal modes. The 0−0 transition is absent in the
computed HT spectra of heptazine and HAP-3MF (Figure 6)
as it should be the case for molecules with a first-order
symmetry-forbidden dipole transition in harmonic oscillator
approximation. Obviously, HAP-3MF does not fully comply
with the restrictions of the harmonic oscillator model in reality
so that a 0−0 transition becomes weakly allowed and is visible
as a shoulder in the experimental spectra. Moreover, the
experimental peaks are broader than the computed ones and
the peak positions are slightly shifted, but otherwise, the
vibrational progressions are very similar. They can be assigned
to totally symmetric C−N bond stretching modes of the
heptazine core.
With a rate constant of kF = 3 × 105 s−1, fluorescence is 1 to

2 orders of magnitudes slower in heptazine than ISC and RISC
and 3 orders of magnitude slower than IC to the ground state
(Table 1). We therefore expect the photo- and electro-
luminescence quantum yields to be very low for the heptazine
core compound. IC is mainly driven by the A2′-symmetric

coupling mode 39 (Figure S9), which entails torsional motions
about the central C3 axis. The S1 → S0 IC rate constant, listed
in Table 1, should be considered only a rough estimate: Due to
the large energy splitting of the S1 and S0 states, the harmonic
oscillator model underlying the calculations is far from being
ideal. Vibronic interactions also enhance the T1 phosphor-
escence probability. However, with a rate constant of about kP
= 2 s−1 in HT approximation, the process is too slow to
compete against other triplet deactivation channels such as
RISC or triplet−triplet annihilation.
The ratios of the radiative and nonradiative decay constants

are more favorable in the case of HAP-3MF. Replacement of
the heptazine hydrogen atoms by fluorinated toluene
substituents appears to slow down the nonradiative deactiva-
tion of the first excited singlet state to the electronic ground
state. IC is promoted by A′-symmetric torsion modes in HAP-
3MF, the most dominant coupling mode being mode 135 with
a vibrational frequency of 1598 cm−1 (Figure S14). According
to our calculations, IC and fluorescence proceed approximately
at the same time scale at 300 K (Table 1). The rate-
determining process for the prompt fluorescence decay
following photoexcitation appears to be the ISC to the T1
state. Our computed fluorescence rate constant of kF = 9 × 105

s−1 is in good agreement with the findings by Li et al.,13 who
estimated an emissive rate constant of 1 × 106 s−1 for this
compound based on a measured fluorescence lifetime of 252
ns and a photoluminescence quantum yield of 0.26 in toluene
at room temperature. RISC is somewhat slower than ISC and
fluorescence (kRISC = 105 s−1), suggesting both prompt and
delayed fluorescence to take place, as seen by Li et al.13 who
observed a delayed component in addition to the prompt
fluorescence in oxygen-free toluene and in solid films of HAP-
3MF. The computed rate constants cannot explain the
experimentally determined ratios of delayed vs prompt and
luminescence components following photoexcitation (4%) and

Figure 6. Overlay of the computed HT emission spectra of heptazine (left) and HAP-3MF (right) with the corresponding FC spectral density.
Note that the emission is forbidden in FC approximation in full point-group symmetry, i.e., D3h (heptazine) and C3h (HAP-3MF). For HAP-3MF,
the experimental emission spectrum, recorded by Li et al.13 in toluene solution, is depicted as well.

Table 1. Rate Constants of Radiative and Nonradiative
Transitions in Heptazine and Hap-3MF Calculated
Including Vibronic Interactions at 300 K

rate constant [s−1] process heptazine HAP-3MF

kF S1 → S0 3 × 105 9 × 105

kP T1 → S0 2 × 100

kIC S1 → S0 3 × 108 9 × 105

kISC S1 → T1 1 × 107 7 × 106

kRISC S1 ← T1 3 × 106 3 × 105

The Journal of Physical Chemistry A pubs.acs.org/JPCA Article

https://doi.org/10.1021/acs.jpca.1c09150
J. Phys. Chem. A 2021, 125, 10044−10051

10049



electric excitation (71%) in 6 wt %-doped DPEPO film,
however.

■ CONCLUSIONS
Summarizing the discussion of the excited-state processes
(Figure 7), we find that ISC and RISC allow efficient singlet−

triplet interconversion in heptazine and HAP-3MF. These
processes are solely enabled by vibronic coupling, where E″-
symmetric modes enhance ISC and RISC transitions between
the S1 and T1 states while vibrations of the E′ symmetry boost
the radiative transitions. However, fluorescence cannot
compete against nonradiative deactivation of the S1 state by
IC in the parent heptazine compound. We therefore expect its
electroluminescence quantum yield to be very small, despite
the fact that heptazine appears to be an IST system with
slightly negative ΔEST. ZPVE corrections are found to restore
the regular singlet−triplet energetic order in this compound. A
regular singlet−triplet energy separation does not impair the
potential of heptazine derivatives as OLED emitters. On the
contrary, test calculations show that IST gaps as large as the
ones reported in recent quantum chemical works8,9,17,18

substantially reduce the rate constant of a T1 → S1 spin−
vibronic transition in heptazine.
Due to the heavier peripheral substituents, the IC process is

slowed down in HAP-3MF in comparison to the parent
heptazine molecule so that light emission occurs with a higher
probability and singlet as well as triplet excitons can be
harvested efficiently in electroluminescent devices. For HAP-
3MF, the DFT/MRCI picture of a TADF emitter with nearly
degenerate S1 and T1 states and vibronically enhanced ISC,
RISC, and electric dipole transitions is in good agreement with
the experimental observations,13 where delayed fluorescence
on the microsecond time scale is seen in oxygen-free toluene
solutions and in solid HAP-3MF films.
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Figure S1: Difference densities of E′ symmetric singlet states contributing to vibronic fluo-
rescence in heptazine. Areas losing electron density in comparison to the electronic ground
state are shown in red, areas gaining electron density in blue.
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Figure S2: Difference densities of E′′ symmetric singlet states contributing to vibronic SOC
in heptazine. For color codes, see Figure S1.
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Figure S3: Difference densities of E′′ symmetric triplet states contributing to vibronic SOC
in heptazine. For color codes, see Figure S1.
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Figure S4: Difference densities of E′ symmetry singlet states contributing to vibronic fluo-
rescence in HAP-3MF. For color codes, see Figure S1.
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Figure S5: Difference densities of E′′ symmetric singlet states contributing to vibronic SOC
in HAP-3MF. For color codes, see Figure S1.
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T8-S0

T10-S0

T13-S0

Figure S6: Difference densities of E′′ symmetric triplet states contributing to vibronic SOC
in HAP-3MF. For color codes, see Figure S1.
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Mode 26 | E′ | 1193.47 cm−1 Mode 27 | E′ | 1193.58 cm−1

Mode 38 | E′ | 1676.75 cm−1 Mode 39 | E′ | 1676.80 cm−1

Figure S7: Vibrational modes at the S0 minimum contributing to vibronic absorption in
heptazine.
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Mode 18 | E′ | 849.06 cm−1 Mode 19 | E′ | 849.10 cm−1

Mode 23 | E′ | 1035.57 cm−1 Mode 24 | E′ | 1035.62 cm−1

Figure S8: Vibrational modes at the S1 minimum contributing to vibronic fluorescence in
heptazine.

Mode 39 | A′

2 | 1652.45 cm−1

Figure S9: Vibrational modes at the S1 minimum contributing to IC in heptazine.
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Mode 6 | E′′ | 475.92 cm−1 Mode 7 | E′′ | 475.95 cm−1

Mode 14 | E′′ | 667.59 cm−1 Mode 15 | E′′ | 667.63 cm−1

Figure S10: Vibrational modes at the S1 minimum contributing to vibronic SOC in heptazine.

Mode 8 | E′′ | 486.75 cm−1 Mode 9 | E′′ | 486.78 cm−1

Mode 15 | E′′ | 675.61 cm−1 Mode 16 | E′′ | 675.65 cm−1

Figure S11: Vibrational modes at the T1 minimum contributing to vibronic SOC in hep-
tazine.
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Mode 137 | E′ | 1660.40 cm−1 Mode 138 | E′ | 1660.42 cm−1

Mode 140 | E′ | 1682.87 cm−1 Mode 141 | E′ | 1682.92 cm−1

Figure S12: Vibrational modes at the S0 minimum contributing to vibronic absorption in
HAP-3MF.
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Mode 85 | E′ | 1020.43 cm−1 Mode 86 | E′ | 1020.52 cm−1

Mode 91 | E′ | 1084.36 cm−1 Mode 92 | E′ | 1084.38 cm−1

Figure S13: Vibrational modes at the S1 minimum contributing to vibronic fluorescence in
HAP-3MF.
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Mode 135 | A′ | 1598.29 cm−1

Figure S14: Vibrational modes at the S1 minimum contributing to IC in HAP-3MF.

Mode 50 | E′′ | 583.84 cm−1 Mode 51 | E′′ | 583.87 cm−1

Mode 60 | E′′ | 676.72 cm−1 Mode 61 | E′′ | 676.75 cm−1

Figure S15: Vibrational modes at the S1 minimum contributing to vibronic SOC in HAP-
3MF.
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Mode 50 | E′′ | 584.61 cm−1 Mode 51 | E′′ | 584.63 cm−1

Mode 62 | E′′ | 677.04 cm−1 Mode 63 | E′′ | 677.07 cm−1

Figure S16: Vibrational modes at the T1 minimum contributing to vibronic SOC in HAP-
3MF.
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Table S1: Vertical DFT/MRCI excitation energies of heptazine at the S0 mini-
mum.

State D3h C2v ∆E [eV] Osc. Strength f(L)
S0 A′

1 A1 0.00
S1 A′

2 B1 2.59 0.00000
T1 A′

2 B1 2.60

T2 {
E′ A1 3.35
E′ B1 3.35

T3 A′′

1 A2 3.76

T4 {
E′′ A2 3.81
E′′ B2 3.81

S2 A′′

1 A2 3.86 0.00000

S3 {
E′′ A2 3.92 0.00000
E′′ B2 3.92 0.00000

S4 {
E′ A1 4.32 0.29062
E′ B1 4.32 0.28927

T5 {
E′′ A2 4.63
E′′ B2 4.64

T6 A′′

2 B2 4.77

T7 {
E′ B1 4.82
E′ A1 4.82

S5 {
E′′ A2 4.87 0.00000
E′′ B2 4.88 0.00001

T8 {
E′′ A2 4.95
E′′ B2 4.96

S6 A′′

2 B2 4.97 0.01530
T9 A′′

1 A2 4.98

S7 {
E′′ A2 5.04 0.00000
E′′ B2 5.05 0.00002

S8 A′′

1 A2 5.10 0.00000
T10 A′

1 A1 5.21
T11 A′′

2 B2 5.22
S9 A′′

2 B2 5.36 0.00006

T12 {
E′ A1 5.69
E′ B1 5.70

S10 {
E′ B1 5.73 0.37346
E′ A1 5.73 0.37348

T13 A′

1 A1 5.89
S11 A′

1 A1 6.05 0.00000
T14 A′

2 B1 6.15
S12 A′

2 B1 6.26 0.00000

S13 {
E′ B1 6.51 0.03363
E′ A1 6.52 0.02905

S14 E′ A1 6.53 0.00339
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Table S2: Vertical DFT/MRCI excitation energies of heptazine at the S1 mini-
mum relative to S0 minimum.

State D3h C2v ∆E [eV] Osc. Strength f(L)
S0 A′

1 A1 0.08
S1 A′

2 B1 2.50 0.00000
T1 A′

2 B1 2.53

T2 {
E′ A1 3.39
E′ B1 3.39

T3 A′′

1 A2 3.63

T4 {
E′′ A2 3.70
E′′ B2 3.70

S2 A′′

1 A2 3.74 0.00000

S3 {
E′′ A2 3.81 0.00000
E′′ B2 3.81 0.00000

S4 {
E′ A1 4.35 0.27737
E′ B1 4.35 0.27652

T5 {
E′′ A2 4.65
E′′ B2 4.66

T6 {
E′ B1 4.73
E′ A1 4.73

T7 A′′

2 B2 4.81

S5 {
E′′ A2 4.88 0.00000
E′′ B2 4.89 0.00000

T8 {
E′′ A2 4.91
E′′ B2 4.91

T9 A′′

1 A2 4.95
S6 A′′

2 B2 5.00 0.01334

S7 {
E′′ A2 5.00 0.00000
E′′ B2 5.02 0.00025

T10 A′

1 A1 5.06
S8 A′′

1 A2 5.08 0.00000
T11 A′′

2 B2 5.19
S9 A′′

2 B2 5.31 0.00000

S10 {
E′ B1 5.64 0.37613
E′ A1 5.65 0.37707

T12 {
E′ A1 5.67
E′ B1 5.68

S11 A′

1 A1 5.86 0.00000
T13 A′

1 A1 5.87
T14 A′

2 B1 6.17
S12 A′

2 B1 6.25 0.00000

S13 {
E′ B1 6.47 0.02152
E′ A1 6.49 0.01898

S14 E′ A1 6.48 0.00183
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Table S3: Vertical DFT/MRCI excitation energies of heptazine at the T1 mini-
mum relative S0 minimum.

State D3h C2v ∆E [eV] Osc. Strength f(L)
S0 A′

1 A1 0.08
S1 A′

2 B1 2.50 0.00000
T1 A′

2 B1 2.52

T2 {
E′ A1 3.39
E′ B1 3.39

T3 A′′

1 A2 3.62

T4 {
E′′ A2 3.70
E′′ B2 3.70

S2 A′′

1 A2 3.73 0.00000

S3 {
E′′ A2 3.81 0.00000
E′′ B2 3.81 0.00000

S4 {
E′ A1 4.35 0.27714
E′ B1 4.35 0.27628

T5 {
E′′ A2 4.65
E′′ B2 4.65

T6 {
E′ B1 4.72
E′ A1 4.72

T7 A′′

2 B2 4.81

S5 {
E′′ A2 4.88 0.00000
E′′ B2 4.89 0.00000

T8 {
E′′ A2 4.90
E′′ B2 4.91

T9 A′′

1 A2 4.95
S6 A′′

2 B2 5.00 0.01316

S7 {
E′′ A2 5.00 0.00000
E′′ B2 5.01 0.00030

T10 A′

1 A1 5.07
S8 A′′

1 A2 5.08 0.00000
T11 A′′

2 B2 5.19
S9 A′′

2 B2 5.30 0.00002

S10 {
E′ B1 5.64 0.37729
E′ A1 5.65 0.37753

T12 {
E′ A1 5.67
E′ B1 5.67

S11 A′

1 A1 5.85 0.00000
T13 A′

1 A1 5.88
T14 A′

2 B1 6.17
S12 A′

2 B1 6.25 0.00000

S13 {
E′ B1 6.47 0.02205
E′ A1 6.48 0.01330

S14 E′ A1 6.48 0.00803
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Table S4: Vertical DFT/MRCI excitation energies of HAP-3MF at the S0 mini-
mum.

State C3h Cs ∆E [eV] Osc. Strength f(L)
S0 A′ A′ 0.00
T1 A′ A′ 2.70
S1 A′ A′ 2.72 0.00000

T2 {
E′ A′ 3.00
E′ A′ 3.01

T3 A′ A′ 3.05

T4 {
E′ A′ 3.32
E′ A′ 3.32

T5 {
E′ A′ 3.59
E′ A′ 3.59

S2 {
E′ A′ 3.60 1.00453
E′ A′ 3.60 1.00442

T6 A′ A′ 3.61
T7 A′′ A′′ 3.82

T8 {
E′′ A′′ 3.90
E′′ A′′ 3.90

S3 A′′ A′′ 3.92 0.00000
S4 A′ A′ 3.92 0.00160

S5 {
E′ A′ 3.95 0.04609
E′ A′ 3.95 0.04604

S6 {
E′′ A′′ 4.00 0.00000
E′′ A′′ 4.00 0.00000

T9 A′ A′ 4.04
S7 A′ A′ 4.06 0.00038

S8 {
E′ A′ 4.12 0.36871
E′ A′ 4.12 0.36922

S9 A′ A′ 4.56 0.00065

T10 {
E′′ A′′ 4.60
E′′ A′′ 4.60

T11 A′′ A′′ 4.72

S10 {
E′′ A′′ 4.80 0.00000
E′′ A′′ 4.80 0.00000

T12 A′′ A′′ 4.87

T13 {
E′′ A′′ 4.88
E′′ A′′ 4.88

S11 A′′ A′′ 4.90 0.01353

S12 {
E′′ A′′ 4.95 0.00000
E′′ A′′ 4.95 0.00000

S13 A′′ A′′ 4.99 0.00001
T14 E′′ A′′ 5.43
S14 E′′ A′′ 5.52 0.00000
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Table S5: Vertical DFT/MRCI excitation energies of HAP-3MF at the S1 mini-
mum relative to S0 minimum.

State C3h Cs ∆E [eV] Osc. Strength f(L)
S0 A′ A′ 0.09
T1 A′ A′ 2.65
S1 A′ A′ 2.66 0.00000

T2 {
E′ A′ 3.02
E′ A′ 3.02

T3 A′ A′ 3.07

T4 {
E′ A′ 3.32
E′ A′ 3.32

S2 {
E′ A′ 3.61 1.04103
E′ A′ 3.62 1.04104

T5 {
E′ A′ 3.62
E′ A′ 3.62

T6 A′ A′ 3.64
T7 A′′ A′′ 3.70
S3 A′′ A′′ 3.80 0.00000

T8 {
E′′ A′′ 3.80
E′′ A′′ 3.81

S4 {
E′′ A′′ 3.91 0.00000
E′′ A′′ 3.91 0.00000

S5 A′ A′ 3.95 0.00115

S6 {
E′ A′ 3.98 0.02872
E′ A′ 3.98 0.02890

S7 A′ A′ 4.10 0.12909

S8 {
E′ A′ 4.10 0.34830
E′ A′ 4.10 0.24979

T9 A′ A′ 4.10

T10 {
E′′ A′′ 4.58
E′′ A′′ 4.59

S9 A′ A′ 4.59 0.00052
T11 A′′ A′′ 4.74

S10 {
E′′ A′′ 4.76 0.00000
E′′ A′′ 4.77 0.00000

T12 {
E′′ A′′ 4.78
E′′ A′′ 4.79

T13 A′′ A′′ 4.81

S11 {
E′′ A′′ 4.88 0.00000
E′′ A′′ 4.89 0.00001

S12 {
E′′ A′′ 4.90 0.00771
E′′ A′′ 4.92 0.00420

T14 A′′ A′′ 5.38
S13 A′′ A′′ 5.47 0.00000
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Table S6: Vertical DFT/MRCI excitation energies of HAP-3MF at the T1 min-
imum relative S0 minimum.

State C3h Cs ∆E [eV] Osc. Strength f(L)
S0 A′ A′ 0.09
T1 A′ A′ 2.65
S1 A′ A′ 2.66 0.00000

T2 {
E′ A′ 3.02
E′ A′ 3.03

T3 A′ A′ 3.07

T4 {
E′ A′ 3.32
E′ A′ 3.32

T5 {
E′ A′ 3.62
E′ A′ 3.62

S2 {
E′ A′ 3.62 1.04111
E′ A′ 3.62 1.04105

T6 A′ A′ 3.64
T7 A′′ A′′ 3.69
S3 A′′ A′′ 3.80 0.00000

T8 {
E′′ A′′ 3.80
E′′ A′′ 3.80

S4 {
E′′ A′′ 3.91 0.00000
E′′ A′′ 3.91 0.00000

S5 A′ A′ 3.95 0.00118

S6 {
E′ A′ 3.98 0.02893
E′ A′ 3.98 0.02915

S7 {
E′ A′ 4.10 0.32906
E′ A′ 4.10 0.36092

T9 A′ A′ 4.10
S8 A′ A′ 4.10 0.03749

T10 {
E′′ A′′ 4.58
E′′ A′′ 4.58

S9 A′ A′ 4.59 0.00002
T11 A′′ A′′ 4.74

S10 {
E′′ A′′ 4.76 0.00000
E′′ A′′ 4.76 0.00000

T12 {
E′′ A′′ 4.78
E′′ A′′ 4.79

T13 A′′ A′′ 4.80

S11 {
E′′ A′′ 4.87 0.00000
E′′ A′′ 4.89 0.00001

S12 {
E′′ A′′ 4.90 0.00799
E′′ A′′ 4.91 0.00398

T14 A′′ A′′ 5.38
S13 A′′ A′′ 5.47 0.00000
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Table S7: Transition dipole moment gradients above 0.01 ea0 per displacement
along dimensionless normal mode for the S0 → S1 transition in heptazine at the
S0 minimum.

Mode Symmetry Frequency x y z
D3h [cm−1]

10 E′ 529.41 0.011887 -0.000001 0.000001
11 E′ 529.47 0.000000 0.012795 -0.000000
18 E′ 880.06 0.056349 0.000000 -0.000011
19 E′ 880.10 0.000000 0.056545 0.000001
23 E′ 1089.89 0.000000 -0.070317 -0.000002
24 E′ 1089.89 0.070596 0.000005 0.000002
26 E′ 1193.47 -0.000001 -0.081889 -0.000002
27 E′ 1193.58 0.082462 -0.000000 -0.000009
29 E′ 1312.15 -0.075081 -0.000003 0.000000
30 E′ 1312.15 -0.000010 0.074846 -0.000004
32 E′ 1437.77 0.011774 0.000000 -0.000003
33 E′ 1437.79 -0.000004 -0.011792 0.000013
36 E′ 1601.53 -0.026703 -0.000003 -0.000002
37 E′ 1601.54 -0.000015 0.026817 0.000003
38 E′ 1676.75 -0.115710 0.000002 -0.000010
39 E′ 1676.80 -0.000000 0.114856 -0.000000
40 E′ 3177.84 0.027071 0.000001 -0.000008
41 E′ 3177.84 -0.000000 -0.027109 -0.000005
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Table S8: Transition dipole moment gradients above 0.01 ea0 per displacement
along dimensionless normal mode for the S1 → S0 transition in heptazine at the
S1 minimum.

Mode Symmetry Frequency x y z
D3h [cm−1]

10 E′ 515.92 0.014603 0.000001 0.000000
11 E′ 515.98 -0.000001 0.016257 -0.000000
18 E′ 849.06 -0.084349 -0.000000 -0.000001
19 E′ 849.10 -0.000001 0.082111 0.000000
23 E′ 1035.57 -0.106727 -0.000005 0.000002
24 E′ 1035.62 0.000010 0.108133 -0.000000
25 E′ 1075.34 0.000002 -0.079176 0.000001
26 E′ 1075.35 0.081727 0.000003 -0.000000
28 E′ 1255.07 0.000001 -0.061916 0.000000
29 E′ 1255.17 0.063576 0.000002 0.000001
31 E′ 1310.83 0.030800 0.000002 0.000002
32 E′ 1310.87 0.000005 0.033557 0.000000
33 E′ 1450.88 0.000128 -0.052916 0.000000
34 E′ 1450.88 0.053776 0.000137 0.000003
36 E′ 1508.25 -0.047447 -0.000007 -0.000001
37 E′ 1508.29 -0.000002 0.047263 -0.000000
40 E′ 3210.66 -0.000005 -0.026335 0.000000
41 E′ 3210.67 0.025920 0.000002 -0.000000

Table S9: SOCME gradients above 0.01 cm−1 per displacement along dimension-
less normal mode for the S1 → T1 transition in heptazine at the S1 minimum.

Mode Symmetry Frequency x y z
D3h [cm−1]

2 E′′ 127.02 0.059280 -0.000070 0.000000
3 E′′ 127.03 0.000300 0.055460 0.000000
6 E′′ 475.92 0.000090 -0.054300 0.000000
7 E′′ 475.95 0.070810 -0.000010 0.000000
14 E′′ 667.59 -0.000300 0.074200 0.000000
15 E′′ 667.63 0.082460 0.000340 0.000000
21 E′′ 886.02 -0.000030 0.005460 0.000000
22 E′′ 886.14 -0.012210 0.000020 0.000000
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Table S10: SOCME gradients above 0.01 cm−1 per displacement along dimen-
sionless normal mode for the T1 → S1 transition in heptazine at the T1 minimum.

Mode Symmetry Frequency x y z
D3h [cm−1]

2 E′′ 130.56 0.053180 0.000110 0.000000
3 E′′ 130.58 0.000380 0.052140 0.000000
8 E′′ 486.75 -0.000170 -0.055650 0.000010
9 E′′ 486.78 -0.084070 0.000130 0.000000
15 E′′ 675.61 0.000030 0.076770 0.000000
16 E′′ 675.65 0.082210 0.000240 0.000000

Table S11: NACMEs above 0.01 a−10 per displacement along dimensionless normal
mode for the S1 → S0 transition in heptazine at the S1 minimum.

Mode Symmetry Frequency NACME
D3h [cm−1]

30 A′

2 1301.79 0.030724
35 A′

2 1459.45 -0.044209
39 A′

2 1652.45 -0.125802
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Figure S17: Correlation function of the S1 ↝T1 ISC transition of heptazine computed with
different correlation function dampings in the time interval 0-50 ps (upper panel) and 8-20
ps (lower panel). S24



Figure S18: Correlation function of the S1 ↜T1 RISC transition of heptazine computed with
different correlation function dampings in the time interval 0-50 ps (upper panel) and 8-20
ps (lower panel). S25



Figure S19: Correlation function of the S1 ↝S0 IC transition of heptazine computed with
different correlation function dampings in the time interval 0-50 ps (upper panel) and 0-1 ps
(lower panel). S26



Table S12: ISC rate constants of heptazine computed with different correlation
function dampings.

Damping [cm−1] Rate Constant [s−1] Points Time [fs]
10 1.10 × 107 65536 25000
5 1.07 × 107 65536 25000
1 1.05 × 107 65536 25000
0.5 1.05 × 107 262144 250000
0.1 1.58 × 107 262144 250000

Table S13: RISC rate constants of heptazine computed with different correlation
function dampings.

Damping [cm−1] Rate Constant [s−1] Points Time [fs]
10 2.93 × 106 65536 25000
5 2.85 × 106 65536 25000
1 2.77 × 106 65536 25000
0.5 2.76 × 106 262144 250000
0.1 4.11 × 106 262144 250000

Table S14: IC rate constants of heptazine computed with different correlation
function dampings.

Damping [cm−1] Rate Constant [s−1] Points Time [fs]
10 3.29 × 108 262144 25000
5 3.29 × 108 262144 25000
1 3.29 × 108 262144 25000
0.5 3.29 × 108 2097152 250000
0.1 3.33 × 108 2097152 250000
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Figure S20: Herzberg–Teller S1 ←S0 absorption (black) and S1 →S0 emission spectra (orange)
of heptazine computed with damping functions of 100 cm−1 (left) and 200 cm−1 (right)
FWHM.

Table S15: Fluorescence rate constants of heptazine computed with different
correlation function dampings utilizing a grid of 16384 points and a integration
time of 300 fs.

Damping [cm−1] Rate Constant [s−1]
200 3.38 × 105

100 3.38 × 105

50 3.37 × 105

S28



Table S16: Transition dipole moment gradients above 0.03 ea0 per displacement
along dimensionless normal mode for the S0 → S1 transition in HAP-3MF at the
S0 minimum.

Mode Symmetry Frequency x y z
C3h [cm−1]

47 E′ 576.42 0.019965 -0.004847 0.000000
48 E′ 576.44 -0.003987 -0.020305 0.000000
72 E′ 886.86 0.005433 0.036192 0.000000
73 E′ 886.88 -0.035720 0.005195 0.000000
89 E′ 1095.94 0.044478 -0.046685 0.000000
90 E′ 1095.96 0.047719 0.043983 -0.000000
91 E′ 1133.59 -0.034098 0.002810 -0.000000
92 E′ 1133.61 0.003384 0.034064 0.000000
95 E′ 1168.12 0.042855 -0.052048 0.000000
96 E′ 1168.14 -0.049546 -0.045109 0.000000
98 E′ 1216.24 -0.030173 0.004750 -0.000000
99 E′ 1216.26 -0.005066 -0.029560 0.000000

101 E′ 1258.07 -0.019202 0.050103 0.000000
102 E′ 1258.12 0.050579 0.017673 0.000000
107 E′ 1295.54 -0.046228 -0.021871 -0.000000
108 E′ 1295.55 0.022149 -0.045843 -0.000000
116 E′ 1414.99 -0.095684 0.075514 0.000000
117 E′ 1415.01 0.078282 0.093569 0.000000
119 E′ 1454.68 -0.094077 0.034328 -0.000000
120 E′ 1454.70 0.033754 0.093096 0.000000
129 E′ 1543.01 0.020205 -0.083653 0.000000
130 E′ 1543.04 0.081213 0.018791 -0.000000
131 E′ 1568.29 -0.053025 0.019623 0.000000
132 E′ 1568.30 0.025369 0.051186 0.000000
134 E′ 1635.64 0.073614 0.076834 -0.000000
135 E′ 1635.67 -0.078274 0.072094 0.000000
137 E′ 1660.40 -0.136477 0.062325 -0.000000
138 E′ 1660.42 -0.063430 -0.131732 0.000000
140 E′ 1682.87 -0.008610 0.160439 0.000000
141 E′ 1682.92 -0.153660 -0.006416 0.000000
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Table S17: Transition dipole moment gradients above 0.03 ea0 per displacement
along dimensionless normal mode for the S1 → S0 transition in HAP-3MF at the
S1 minimum.

Mode Symmetry Frequency x y z
C3h [cm−1]

62 E′ 682.38 -0.005935 0.030365 0.000000
63 E′ 682.38 -0.031854 -0.005643 0.000001
72 E′ 875.87 0.025089 0.066125 0.000000
73 E′ 875.89 0.066319 -0.024701 0.000000
80 E′ 953.51 0.020998 0.042101 0.000000
81 E′ 953.52 0.043011 -0.020569 -0.000001
83 E′ 1001.19 0.034578 0.085011 -0.000000
84 E′ 1001.29 -0.093650 0.036575 -0.000000
85 E′ 1020.43 0.059134 0.095785 -0.000000
86 E′ 1020.52 -0.103727 0.064975 -0.000000
91 E′ 1084.36 0.039720 -0.109463 -0.000002
92 E′ 1084.38 0.108221 0.039233 -0.000000
97 E′ 1167.77 -0.046567 0.077512 0.000001
98 E′ 1167.80 0.078278 0.046128 -0.000000

100 E′ 1217.64 -0.034896 0.005579 -0.000000
101 E′ 1217.65 -0.005969 -0.034952 -0.000000
118 E′ 1423.43 0.061657 -0.032615 -0.000000
119 E′ 1423.47 0.032420 0.061856 0.000000
120 E′ 1443.26 -0.065747 0.024752 0.000000
121 E′ 1443.29 0.025576 0.064032 0.000001
129 E′ 1499.37 0.002231 0.045185 0.000000
130 E′ 1499.41 -0.045225 0.001456 -0.000000
136 E′ 1636.58 0.007133 -0.034717 0.000002
137 E′ 1636.59 0.033706 0.010540 0.000001
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Table S18: SOCME gradients above 0.02 cm−1 per displacement along dimension-
less normal mode for the S1 → T1 transition in HAP-3MF at the S1 minimum.

Mode Symmetry Frequency x y z
C3h [cm−1]

3 E′′ 22.21 0.010060 0.009240 0.000000
4 E′′ 22.36 -0.008640 0.009840 0.000000

10 A′′ 94.23 0.002460 0.006500 0.000000
11 E′′ 94.54 0.007540 -0.010680 0.000000
12 E′′ 95.72 -0.007980 -0.005280 0.000000
32 E′′ 344.14 0.006460 0.011150 0.000000
33 E′′ 344.17 -0.012830 0.006260 0.000000
50 E′′ 583.84 -0.018440 -0.002480 0.000000
51 E′′ 583.87 -0.002100 0.019560 0.000000
60 E′′ 676.72 -0.040940 0.007660 0.000000
61 E′′ 676.75 0.005340 0.035510 0.000000
69 E′′ 823.19 -0.010920 -0.012900 0.000000
70 E′′ 823.24 0.013600 -0.008500 0.000000
74 A′′ 897.15 -0.009000 0.012740 0.000000
75 E′′ 897.30 -0.007340 -0.014830 0.000000
76 E′′ 897.34 0.017820 0.001140 0.000000
78 E′′ 942.86 -0.016080 0.009220 0.000000
79 E′′ 942.93 -0.007240 -0.015600 0.000000
88 E′′ 1050.48 -0.015660 -0.002440 0.000000
89 E′′ 1050.49 -0.000700 -0.013390 0.000000

Gradients along mode 10 and 74 arise due to mixing with close lying E′′ modes.
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Table S19: SOCME gradients above 0.01 cm−1 per displacement along dimension-
less normal mode for the T1 → S1 transition in HAP-3MF at the T1 minimum.

Mode Symmetry Frequency x y z
C3h [cm−1]

11 E′′ 94.00 0.008320 -0.010740 0.000000
12 E′′ 95.23 -0.007820 -0.007300 0.000000
32 E′′ 344.74 0.006200 0.009270 0.000000
33 E′′ 344.77 -0.010280 0.005800 0.000000
50 E′′ 584.61 -0.019140 0.000780 0.000000
51 E′′ 584.63 0.000770 0.019270 0.000000
62 E′′ 677.04 -0.035120 0.006500 0.000000
63 E′′ 677.07 0.006140 0.034360 0.000000
71 E′′ 823.15 -0.007640 -0.011040 0.000000
72 E′′ 823.20 0.012620 -0.010800 0.000000
76 A′′ 896.30 -0.008700 0.013080 0.000000
77 E′′ 896.44 -0.004090 -0.016620 0.000000
78 E′′ 896.48 0.018480 0.003740 0.000000
80 E′′ 942.23 -0.016640 0.010970 0.000000
81 E′′ 942.30 -0.010100 -0.014780 0.000010
88 E′′ 1050.29 -0.015540 -0.003170 0.000000
89 E′′ 1050.30 0.001710 -0.013480 0.000000

Gradients along mode 76 arise due to mixing with close lying E′′ modes.

Table S20: NACMEs above 0.01 a−10 per displacement along dimensionless normal
mode for the S1 → S0 transition in HAP-3MF at the S1 minimum.

Mode Symmetry Frequency NACME
C3h [cm−1]

13 A′ 107.57 -0.016199
34 A′ 373.94 0.016374
41 A′ 500.39 0.011468
47 A′ 568.81 0.010195
59 A′ 651.91 -0.011899
110 A′ 1324.66 -0.041613
114 A′ 1375.71 -0.029828
122 A′ 1450.45 0.012254
134 A′ 1592.89 0.026079
135 A′ 1598.29 -0.104239
138 A′ 1636.67 -0.023678
139 A′ 1659.98 0.013319
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Figure S21: Correlation function of the S1 ↝T1 ISC transition of HAP-3MF computed with
different correlation function dampings in the time interval 0-50 ps (upper panel) and 8-20
ps (lower panel). S33



Figure S22: Correlation function of the S1 ↜T1 RISC transition of HAP-3MF computed
with different correlation function dampings in the time interval 0-50 ps (upper panel) and
8-20 ps (lower panel). S34



Table S21: ISC rate constants of HAP-3MF computed with different correlation
function dampings.

Damping [cm−1] Rate Constant [s−1] Points Time [fs]
10 7.68 × 106 65536 25000
5 7.42 × 106 65536 25000
1 7.33 × 106 65536 25000
0.5 7.33 × 106 262144 250000
0.1 7.33 × 106 262144 250000

Table S22: RISC rate constants of HAP-3MF computed with different correla-
tion function dampings.

Damping [cm−1] Rate Constant [s−1] Points Time [fs]
10 3.25 × 105 65536 25000
5 3.16 × 105 65536 25000
1 3.13 × 105 65536 25000
0.5 3.13 × 105 262144 250000
0.1 3.13 × 105 262144 250000

Table S23: IC rate constants of HAP-3MF computed with different correlation
function dampings.

Damping [cm−1] Rate Constant [s−1] Points Time [fs]
10 8.61 × 105 524288 25000
5 8.61 × 105 524288 25000
1 8.61 × 105 524288 25000
0.5 8.61 × 105 524288 25000
0.1 8.61 × 105 524288 25000
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Figure S23: Correlation function of the S1 ↝S0 IC transition of HAP-3MF computed with
different correlation function dampings in the time interval 0-10 ps (upper panel) and 0-1 ps
(lower panel). S36



Figure S24: Herzberg–Teller S1 ←S0 absorption (black) and S1 →S0 emission spectra (orange)
of HAP-3MF computed with damping functions of 100 cm−1 (left) and 200 cm−1 (right)
FWHM.

Table S24: Fluorescence rate constants of HAP-3MF computed with different
correlation function dampings utilizing a grid of 16384 points and a integration
time of 300 fs.

Damping [cm−1] Rate Constant [s−1]
200 9.11 × 105

100 9.11 × 105

50 9.11 × 105
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